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#### Abstract

We introduce a new methodology for the numerical solution of Partial Differential Equations in general spatial domains: our algorithms are based on the use of the well-known Alternating Direction Implicit (ADI) approach in conjunction with a certain "Fourier continuation" (FC) method for the resolution of the Gibbs phenomenon. Unlike previous alternating direction methods of order higher than one, which can only deliver unconditional stability for rectangular domains, the present high-order algorithms possess the desirable property of unconditional stability for general domains; the computational time required by our algorithms to advance a solution by one time-step, in turn, grows in an essentially linear manner with the number of spatial discretization points used. In this paper we demonstrate the FC-AD methodology through a variety of examples concerning the Heat and Laplace Equations in two and three-dimensional domains with smooth boundaries. Applications of the FC-AD methodology to Hyperbolic PDEs together with a theoretical discussion of the method will be put forth in a subsequent contribution. The numerical examples presented in this text demonstrate the unconditional stability and high-order convergence of the proposed algorithms, as well the very significant improvements they can provide (in one of our examples we demonstrate a one thousand improvement factor) over the computing times required by some of the most efficient alternative generaldomain solvers.
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## 1. Introduction

We present a new methodology for the numerical solution of Partial Differential Equations (PDEs) in general spatial domains. Our approach is based on use of the well-known Alternating Direction Implicit (ADI) methodology introduced in Refs. [1-5] in conjunction with a certain "Fourier continuation" method [6-8] for the resolution of the Gibbs phenomenon. Alternating direction algorithms can yield unconditional stability at approximately the same cost per time-step as explicit (conditionally stable) finite-difference formulations, and have thus been pursued aggressively over the last half century. The application of alternating direction methods has been hindered by a significant limitation however: previous alternating direction approaches could not be directly applied to PDEs on arbitrary (non-rectangular) domains without reducing the truncation error near the boundary to first-order [9, p. 77]. The Fourier-Continuation Alternating-Direction (FC-AD) methodology introduced in this paper, in contrast, can produce high-order accuracies with unconditionally stable numerics for general geometries in essentially linear time-of the order of a spatial Fast Fourier Transform per time-step. In this paper we introduce the FC-AD methodology for the Heat and Laplace Equations in two- and three-dimensional domains with smooth

[^0]boundaries; applications of the FC-AD methodology to Hyperbolic PDEs together with a theoretical discussion of the approach will be presented in [10]. Further extensions of our methods to more general problems, including equations containing mixed derivatives, nonlinear terms, etc., have been successfully demonstrated, and will be put forth in subsequent contributions; extensions to domains with non-smooth boundaries are currently being investigated. A variety of numerical examples presented in this text demonstrate the unconditional stability and high-order convergence of the proposed algorithm, as well the very significant improvements it can provide (in one of our examples we demonstrate a one thousand improvement factor) over the computing times required by some of the most efficient alternative general-domain solvers.

Over the more than 50 years since the introduction of the finite-difference-based ADI algorithm for the Heat and Laplace Equations, many variants of this approach have been put forward (c.f. [11] and references therein), including methods for solution of a variety of linear and nonlinear PDEs [12-21], as well as methods of high-order of spatial and temporal accuracy [22-26]. As suggested above, previous unconditionally stable alternating-direction methods can only achieve high-order accuracy in presence of a formulation of the given PDE on domains given by the union of a finite number of rectangular regions. The few unconditionally stable high-order ADI algorithms that have been applied to non-rectangular geometries [27-29] rely upon domain mappings that translate the given problem into one posed on a rectangular geometry, to which a high-order version of the algorithm is applicable. Unfortunately, however, the construction of such domain mappings is prohibitively laborious for most engineering and scientific applications. To the authors' knowledge, unconditionally stable high-order alternating direction algorithms for general domains without some form of domain mapping had not been produced before the present work.
(It is interesting to note that, even in the context of classical finite difference PDE solvers, in which the alternating-direction methodology is not used, the treatment of boundaries and boundary conditions with high-order accuracy entails significant difficulties-even for simple rectangular domains. Recent advances in these regards are reported in [30-32]: these methods produce high-order finite-difference PDE solvers on the basis of a certain "simultaneous approximation term" (SAT) for enforcement of boundary conditions. Development of alternating direction schemes using high-order finite-difference discretizations for rectangular domains, in turn, is currently an active area of research; see e.g. [25,26,33,34]. A great deal of activity currently focuses in the area of embedded-boundary (EB) methods [35-46]. Like the schemes introduced in the present work, EB methods rely on Cartesian grids to obtain solutions for non-rectangular domains. Most EB methods are explicit and of first or second-order of spatial accuracy; typically EB formulations of higher-order of accuracy have not proven reliably stable for non-rectangular domains. A Fourier-based EB method presented in [47] for the Poisson equation has demonstrated some accuracy for a slowly-oscillatory sinusoidal solution on a smooth four-leaf shaped geometry.)

Alternating direction methodologies have also been previously used in conjunction with spatial differentiation methods which, like the one used introduced in this work, do not rely on finite differencing. In particular, in [16,48-50] an alternatingdirection approach was proposed that uses a Fourier basis for differentiation. Applications of previous Fourier-based techniques have thus far been restricted to rectangular geometries in spite of efforts seeking generalization to general domains [16,48]. (In fact, the previous Fourier approaches exhibit even less flexibility than their finite-difference counterparts: the latter are applicable to general domains, albeit with first-order accuracy.) Spatial spline collocation methods have also been introduced in this context, see [51-53] and references therein. In particular, cubic-spline interpolation was used [53] in conjunction with an alternating direction embedding scheme to solve elliptic PDEs for non-rectangular geometries, but only conditional stability was obtained (for the Heat-Equation-like discrete scheme whose steady state provides the solution of the given elliptic equation).

Chebyshev methods [50,54], like all methods that rely on use of unevenly spaced discretizations, do not provide a consistent basis for alternating direction methods on complex geometries-unless, as discussed above, domain mappings into rectangular domains are used. A significant decrease of the complexity of the required mappings can be obtained via use of spectral-element methods [55]. Yet construction of adequate three-dimensional finite element meshes, existence of restrictive stability conditions (especially for higher-order spectral methods), and the appearance of considerable pollution error for the lower-order spectral methods often considered, remain significant unresolved issues under investigation in this context.

Our use of the Fourier basis, which relies on Fourier approximation of non-periodic functions, requires resolution of a classical problem in numerical analysis: the Gibbs phenomenon. A variety of methods have been developed to reduce or eliminate the Gibbs phenomenon: see [54,56-58] and references therein. Briefly, the approach used in this paper for the resolution of the Gibbs phenomenon, which we refer to as the FC(Gram) algorithm, is based on a "continuation method" [6-8] which produces the Fourier series of a smooth and periodic extension of a given smooth function. The FC(Gram) continuation strategy we introduce for use in conjunction with our alternating direction algorithm, which differs significantly from previous continuation approaches and which can be computed with FFT speed, is presented in detail in Section 2.

For a given $d$-dimensional domain $\Omega, d \geqslant 2$, our FC-AD algorithm uses a Cartesian grid given by the intersection of $\Omega$ with a Cartesian grid $G$ in all space, as shown in Fig. 1. The PDE is discretized in time and then split into sets of uncoupled spatial ODEs by means of an alternating direction technique. To complete the time-stepping algorithm, each one of the resulting spatial ODEs is then solved with high-order accuracy on the corresponding Cartesian line, call it $L$, by means of the FC(Gram) continuation method and one-dimensional grids in $L$ as depicted in Fig. 2. (The one-dimensional grid in $L$ equals the union of $L \cap G \cap \Omega$ and the set of boundary points $L \cap \partial \Omega$, which are shown as $\left\{x_{\ell}, x_{r}\right\}$ in Fig. 2). Since the computational cost required for the FC(Gram) solution of each one of these spatial ODEs is proportional to that of a one-dimensional FFT, the overall cost of a full FC-AD time-step is of the order of $\mathcal{O}(N \log (N))$ operations, where $N$ denotes the size of the full $d$-dimensional spatial


Fig. 1. discretization $\mathcal{D}_{\Omega}=G \cap \Omega$ of a non-rectangular open domain $\Omega$.


Fig. 2. One-dimensional discretization grid $(L \cap G \cap \Omega) \cup(L \cap \partial \Omega)$ on a typical discretization line $L$ parallel to the $x$ axis; similar discretizations are used on all discretization lines $L$ parallel to each one of the Cartesian coordinate axes. Note the boundary points $L \cap \partial \Omega=\left\{x_{\ell}, x_{r}\right\}$ that generically do not lie on the regular one-dimensional Cartesian grid. Note that for any geometry (convex or non-convex) that can be realistically resolved by the underlying Cartesian mesh of the FC-AD, the needed end points of each interval can be easily found by using robust root finding techniques in an automated way.
grid. To achieve this reduced computational cost the FC-AD method uses "adequate" FFT implementations, which evaluate an FFT of size $n$ in $\mathcal{O}(n \log (n))$ operations for any integer $n$, including $n$ given by products of a small number of prime numbers, or even prime values of $n$. Such FFT algorithms are available, for example, as part of the FFTW library [59]. FFTW is used in all of the implementations demonstrated in this paper; the resulting $\mathcal{O}(N \log (N))$ cost of the FC-AD algorithm is clearly demonstrated by the numerical examples presented in Section 6. Reductions in the $\mathcal{O}(N \log (N))$ proportionality constant could conceivably be obtained by slight modifications of the FC-AD method that avoid evaluation of FFTs of sizes $n$ containing large prime numbers; such modifications have not been pursued as yet.

In view of its high-order accuracy, unconditional stability and accurate handling of boundary conditions for general domains, the FC-AD algorithm offers significant performance advantages over other methods. In particular, its unconditional stability allows for use of significantly larger time-steps than those required by conditionally stable methods: this characteristic is of the highest importance in the context of the diffusive equations considered in this paper, whose stringent ex-plicit-solver CFL conditions require use of extremely small time steps. The FC-AD's high-order accuracy and accurate handling of boundary conditions, on the other hand, generally leads to accurate results with much coarser discretizations that otherwise are necessary. Perhaps the most notable aspect of the proposed algorithm, finally, is that it displays these desirable qualities for PDEs posed in general domains. As a result of these qualities, the method can exhibit excellent performance: above we mentioned, for example, an improvement by a factor of one thousand in the solution of a diffusion equation over that obtained from a previous high-quality solver.

Our paper is organized as follows: after introducing the FC(Gram) Fourier continuation algorithm in Section 2, in Section 3 we describe the alternating direction operator-splitting we use for the Heat Equation (Sections 3.1 and 3.2) and we introduce an efficient iteration strategy leading to a fast Poisson solver (Section 3.3). A brief summary of the overall FC-AD Heat and Poisson solvers, leading into Sections 4 and 5, is provided in Section 3.4. In Section 4 we then present an algorithm, FC-ODE, for the solution of the ODEs that result from the alternating direction splittings mentioned above; a number of boundary projection techniques introduced in this section ensure the unconditional stability of the FC-AD method on general geometries. The overall prescriptions for the FC-AD Heat and Poisson solvers are then detailed in Section 5. A variety of numerical results and comparisons presented in Section 6, finally, demonstrate the properties of our approach: unconditional stability, accuracy, speed, and memory efficiency.

## 2. The $\operatorname{FC}($ Gram ) algorithm

### 2.1. Background

Consider a smooth function $f \in C^{k}\left[x_{\ell}, x_{r}\right]$ for some positive integer $k$ or $k=\infty$, and assume approximate values of the function $f$ are given on a discrete grid $x_{j}, j=1, \ldots, n$ within $\left[x_{\ell}, x_{r}\right]$, for which the relations $x_{1}=x_{\ell}$ and $x_{n}=x_{r}$ may or may not be
satisfied. With reference to Fig. 2 we mention that in our application, the FC-AD algorithm to be introduced in Section 3, the $\mathrm{FC}\left(\right.$ Gram ) continuation method is applied to the restriction of $f$ to the domain $\left[x_{1}, x_{n}\right]$ from the slightly larger interval $\left[x_{\ell}, x_{r}\right]$. Naturally, this restriction operation has an effect on the overall error and error bounds for the FC approximation of $f$ in the interval $\left[x_{\ell}, x_{r}\right]$. For clarity but without loss of generality, within Section 2 we replace the interval $\left[x_{1}, x_{n}\right]$ by the unit interval $[0,1]$ and we use the discrete grid

$$
\begin{equation*}
x_{j}=(j-1) h, \quad j=1, \ldots, n, \quad h=1 /(n-1) \tag{1}
\end{equation*}
$$

the results of this section apply, via simple transformations, to the case of a general interval $\left[x_{1}, x_{n}\right]$ and associated (slightly larger) intervals $\left[x_{\ell}, x_{r}\right]$.

The Gibbs phenomenon is the well-known ringing effect and associated inaccurate approximations that occur as a non-periodic function defined in the interval $[0,1]$ is expanded in a Fourier series of period 1 . Preceding the present work, a certain continuation method [6-8] was introduced for the resolution of the Gibbs phenomenon, which relies on the construction of a periodic function in a domain significantly larger than the domain $\left[x_{1}, x_{n}\right]=[0,1]$ containing the discretization points $x_{1}, \ldots, x_{n}$. Following [7], we could define a $b$-periodic continued function $f^{c}(x), b>1$, given by a series of the form

$$
\begin{equation*}
f^{c}(x)=\sum_{k \in t(F)} a_{k} e^{\frac{2 \pi i k x}{b}} \tag{2}
\end{equation*}
$$

where $t(F)=\{k \in \mathbb{N}:-F / 2+1 \leqslant k \leqslant F / 2\}$ for $F$ even and $t(F)=\{k \in \mathbb{N}:-(F-1) / 2 \leqslant k \leqslant(F-1) / 2\}$ for $F$ odd. The coefficients $a_{k}$ would then be obtained (as in [6,8,7]) by solving the least-squares system of equations

$$
\begin{equation*}
\min _{\left\{a_{k}: k \in t(F)\right\}} \sum_{j=0}^{n-1}\left|\sum_{k \in t(F)} a_{k} e^{\frac{2 \pi i}{b} k x_{j}}-f\left(x_{j}\right)\right|^{2} \tag{3}
\end{equation*}
$$

Numerical results [7] demonstrate that it is advantageous to use Singular Value Decompositions (SVD) to produce the leastsquares solutions. In this text we call $\mathrm{FC}(\mathrm{SVD})$ the resulting SVD-based method of Fourier continuation, to distinguish it from the FC(Gram) continuation method introduced in what follows. Typical results produced by FC(SVD) are shown in Fig. 3. In the reminder of this section we put forward a new, more complex prescription for the evaluation of continuation functions $f^{c}$ which, owing to speed and stability considerations (see point 5 and Remark 2.3 below in this section with regards to the stability issue), is appropriate for use in conjunction with the alternating-direction time-stepping strategy.

Although adequate for applications such as high-order surface representations [7], the $O\left(n^{3}\right)$ computational cost of the FC(SVD) is significantly higher than is desirable for use as an element of a PDE solver. In the one-dimensional context relevant to the present work, however, it is possible to use a significantly faster continuation algorithm. In order to introduce this new method (which, we call FC(Gram) in view of its use of Gram Polynomials), we consider a pair of functions: the given function $f(x)$, defined in the interval $[0,1]$, and the translated function $f(x-d-1)$, which is defined in the interval $[1+d, 2+d]$, see Fig. 4. As indicated in the figure, we consider a small portion on the right-end of the graph of $f(x)$ as well as a small portion on the left-end of the graph of $f(x-d-1)$, say, the portions defined in the intervals $[1-\Delta, 1]$ and $[1+d, 1+d+\Delta]$. The FC(SVD) algorithm can be applied in these two lines segments to produce a periodic function $f_{\text {match }}$, with periodicity interval $[1-\Delta, 1+2 d+\Delta]$, which simultaneously approximates $f(x)$ on the interval $[1-\Delta, 1]$ and $f(x-d-1)$ on the interval [ $1+d, 1+d+\Delta]$; in view of the discussion [7] we know such an approximation is spectrally


Fig. 3. Smooth periodic function resulting from the $\mathrm{FC}(\mathrm{SVD})$ algorithm applied to the function $f(x)=x$ over the unit interval.


Fig. 4. Calculation of a periodic extension of $f(x)=e^{\sin (5.4 \pi x-2.7 \pi)-\cos (2 \pi x)}$ using only a small subset of function values ( $n_{\Delta}=10$ ). Raised for visibility, the function $f_{\text {match }}(x)$ is displayed in the upper-right portion of the figure.
accurate. The function $f_{\text {match }}$, which is shown in the upper right portion of Fig. 4 (displaced for visibility), can be used to produce a smooth transition between the right-end of $f(x)$ to the left-end of $f(x-d-1)$. Denoting by $C_{\text {per }}^{\infty}[c, d]$ the space of infinitely differentiable functions defined over the real line with periodicity length $d-c$, we clearly have $f_{\text {match }} \in$ $C_{\text {per }}^{\infty}[1-\Delta, 1+2 d+\Delta]$.

We note that the prescription

$$
f^{\mathrm{de}}(x)= \begin{cases}f(x) & \text { for } x \in[0,1]  \tag{4}\\ f_{\operatorname{match}}(x) & \text { for } x \in(1,1+d] \\ f^{\mathrm{de}}(x+1+d)=f^{\mathrm{de}}(x) & \text { for all } x \text { in } \mathbb{R}\end{cases}
$$

defines a $(1+d)$-periodic function that, owing to approximation errors arising in the FC(SVD) is, in fact, discontinuous (thus the acronym "de" which stands for "discontinuous extension"), but which equals a smooth function up to the-small-error arising from the $\mathrm{FC}(\mathrm{SVD})$ continuation. A spectrally accurate Fourier continuation for $f$ can be obtained as a discrete Fourier transform of the grid values of the ( $\Delta$-dependent) function $f$ de . Naturally we need $1+d$ to be an integer multiple of $h$. We also take $\Delta$ to be an integer multiple of $h$. For appropriate positive integers $N_{\Delta}$ and $N_{d}$, defining

$$
\begin{equation*}
\Delta=\left(N_{\Delta}-1\right) h \quad \text { and } \quad d=\left(N_{d}-1\right) h, \tag{5}
\end{equation*}
$$

sampling the function $f^{\mathrm{de}}$ at the $n+N_{d}-2$ evenly spaced points

$$
\begin{equation*}
x_{j}=(j-1) h, \quad j=1, \ldots, n+N_{d}-2, \tag{6}
\end{equation*}
$$

and then evaluating the discrete Fourier transform of the resulting discrete $f^{\text {de }}$ values produces, with FFT speed, a high-order accurate Fourier continuation of the function $f$.

Out of the $n+N_{d}-2$ points used in the interval $[0,1+d]$, the points $x_{j}, j=n-N_{\Delta}+1, \ldots, n$ fall within the set [ $\left.1-\Delta, 1\right]$ and the points $x_{j}+1+d, j=1, \ldots, N_{\Delta}$ fall within the set $[1+d, 1+d+\Delta]$, for a total of $2 N_{\Delta}$ points in the set $[1-\Delta, 1] \cup$ $[1+d, 1+d+\Delta]$. Then, for a fixed ratio $d / \Delta$, and taking $N_{\Delta}$ such that $N_{\Delta} \leqslant C n^{1 / 3}$ for some constant $C$, the total number of operations required to construct the Fourier transform of $f^{\text {de }}$ is of order $O\left(\left(n+N_{d}\right) \log \left(n+N_{d}\right)\right)$. Additionally, if $N_{\Delta}$ is chosen so that $N_{\Delta} \geqslant C n^{\gamma}$ for some $\gamma>0$ and some constant $C$, then, due to the spectral convergence of the FC(SVD) algorithm [7], spectral convergence results from the present FFT-speed version of the continuation algorithm as well.

Our overall FC(Gram) continuation method results as a slight but necessary variation of the algorithm just described: even for "reasonable" values of the number $n$ of one-dimensional samples, the number $N_{\Delta} \sim O\left(n^{1 / 3}\right)$ of discretization points contained in the boundary intervals, which was chosen sufficiently small as to maintain the FFT-type efficiency, is not large enough to give rise to optimally accurate SVD continuations. For reasonable values of $n$ it is much more efficient to use small values of $N_{\Delta}$ and $N_{d}$ and to precede the $\mathrm{FC}(\mathrm{SVD})$ calculation by a projection into a bases of orthogonal polynomials, the Gram bases for each one of the two intervals, as detailed below. One of the advantages of this procedure is that the values of each one of the polynomials in the orthogonal sets can easily be evaluated at large numbers of points in the corresponding
intervals $[1-\Delta, 1]$ and $[1+d, 1+d+\Delta]$, and, thus, highly accurate $\mathrm{FC}(S V D)$ continuation of these basis functions can be constructed; the separate continuations of the basis functions can then be combined to form the continuation of the original function. The evaluation of the $\mathrm{FC}(\mathrm{SVD})$ of the various polynomials in the basis can be precomputed and stored, with insignificant memory cost, for each possible (reasonable) choice of $N_{\Delta}, N_{d}$ and the parameters of the FC(SVD) continuation: obviously, the use of such (bounded cost and, in fact, extremely inexpensive) precomputation does not affect the $O(n \log (n))$ complexity of the FC(Gram) algorithm.

### 2.2. Precise description of the FC(Gram) algorithm

To provide a complete description of the $\mathrm{FC}(\mathrm{Gram})$ algorithm (points 1 through 6 below), we first introduce a number of notations and definitions. Letting $\Delta$ be a small $n$-dependent real number (that tends to zero as $n \rightarrow \infty$ ), we define the spaces

$$
\begin{equation*}
C^{k}[1-\Delta, 1] \quad \text { and } \quad C^{k}[1+d, 1+d+\Delta] \tag{7}
\end{equation*}
$$

of smooth boundary sections and, for a function $f \in C^{k}[0,1]$, we call

$$
\begin{array}{ll}
f_{\text {left }}(x)=f(x) & \text { for } x \in[1-\Delta, 1] \quad\left(f_{\text {left }} \in C^{k}[1-\Delta, 1]\right) \quad \text { and }  \tag{8}\\
f_{\text {right }}(x)=f(x-d-1) & \text { for } x \in[1+d, 1+d+\Delta] \quad\left(f_{\text {right }} \in C^{k}[1+d, 1+d+\Delta]\right)
\end{array}
$$

the "boundary sections" of $f$.
Further, we endow the spaces (7) with the semi-positive-definite discrete scalar products

$$
\begin{align*}
& (h, k)_{\text {left }}=\sum_{j \in S_{\text {left }}} h\left(x_{j}\right) k\left(x_{j}\right) \quad \text { and }  \tag{9}\\
& (h, k)_{\text {right }}=\sum_{j \in S_{\text {right }}} h\left(x_{j}+1+d\right) k\left(x_{j}+1+d\right)
\end{align*}
$$

respectively, where the sets $S_{\text {left }}$ and $S_{\text {right }}$ are defined in what follows. Selecting an appropriate integer $n_{\Delta}$ such that $I=\left(N_{\Delta}-1\right) /\left(n_{\Delta}-1\right)$ is an integer (the "skipping parameter"; see Remark 10 for details on adequate choices of $I$ and $\left.n_{\Delta}\right)$, each one of the sums defining the scalar products (9) are performed over $n_{\Delta}$ values of $j$ skipping groups of $I-1$ values: $S_{\text {right }}=\left\{1, I+1,2 I+1, \ldots,\left(n_{\Delta}-1\right) I+1\right\}$ and $S_{\text {left }}=\left\{n-\left(n_{\Delta}-1\right) I, n-\left(n_{\Delta}-2\right) I, n-\left(n_{\Delta}-3\right) I, \ldots, n\right\}$. Thus for $j \in S_{\text {right }}$ we have $x_{j}+1+d \in[1+d, 1+d+\Delta]$, and for $j \in S_{\text {left }}$ we have $x_{j} \in[1-\Delta, 1]$. In Fig. 5 the points $x_{j} \in[0, \Delta]$ for $j \in S_{\text {right }}$ (which correspond to the points $x_{j}+1+d$ that are actually used in the scalar product $\left.(\cdot, \cdot)_{\text {right }}\right)$ and the points $x_{j} \in[1-\Delta, 1]$ for $j \in S_{\text {left }}$ are shown as fully filled-in circles for the cases $I=1$ and $I=2$.

Remark 2.1. In the algorithm presented in points 1 through 6 below, the smooth boundary functions $f_{\text {left }}$ and $f_{\text {right }}$ are approximated with high-order accuracy by their orthogonal projections with respect to the scalar products (9), onto the subspaces of polynomials of degree $m$. In our examples we use projections onto the space of polynomials of degree $\leqslant m$ with values such as $m=4$ and $m=5$. These choices of the numerical values of $m$ are dictated, in part, by stability considerations, as discussed in [10].

Remark 2.2. The skipping parameter $I$ was introduced in order to insure convergence of the $\mathrm{FC}(\mathrm{Gram})$ approximation. In detail, a bound is presented in [10] for the approximation error that arises as the $\mathrm{FC}(\mathrm{Gram})$ algorithm is applied to differentiable functions $f \in C^{k}[0,1]$ with $k$ large enough. That error bound indicates that, if fixed values of $n_{d}$ and $n_{\Delta}$ are used, full convergence of the $\mathrm{FC}(\mathrm{Gram})$ algorithm to absolute zero error is obtained only if the numbers of discretization points contained in the $\Delta$-sized end intervals increase, even if very slowly, as $n$ grows: a growth of $N_{\Delta} \sim n^{\gamma}$ gives an overall convergence rate of $n^{-(m+1)(1-\gamma)}$ at a cost of $O(n \log (n))$ operations provided $\gamma$ is small enough; per the discussion earlier in this section we


Fig. 5. Depiction of the points $x_{j}$ for $j \in S_{\text {left }}$ (rightmost fully filled-in points in the figures) and $j \in S_{\text {right }}$ (leftmost fully filled-in points in the figures). Note that for $j \in S_{\text {right }}$, the points $x_{j}$, which lie in $[0, \Delta]$, correspond to the points $x_{j}+1+d \in[1+d, 1+d+\Delta]$ that are actually used in the scalar product $(\cdot, \cdot)_{\text {right }}$. The values of $I, N_{\Delta}$, and $n_{\Delta}$ in the figure were selected for illustrative purposes. As indicated in Remark 10 below, for all numerical calculations presented in this paper the values $I=1, N_{\Delta}=10$, and $n_{\Delta}=10$ were used.
must have $\gamma \leqslant 1 / 3$ to maintain the overall cost below an $O(n \log (n))$ bound. (Use of fixed values of $n_{d}, n_{\Delta}$ and $d / \Delta$ is advantageous in that it allows for use of a fixed set of Gram Polynomials and corresponding continuations; see items 1 and 3 below.) Note that, as $N_{\Delta}$ grows, $N_{d}$ must also grow, to maintain the fixed ratio of $d / \Delta$ we assume in our algorithm. In practice, full machine precision accuracy levels were obtained in all of the examples we have ever considered by using $I=1$ (no skipping) together with appropriate fixed values of $n_{\Delta}=N_{\Delta}$ and $n_{d}=N_{d}$. Thus, the parameter values we use throughout the remainder of this paper satisfy

$$
\begin{equation*}
I=1, \quad \Delta=\left(n_{\Delta}-1\right) h \quad \text { and } \quad d=\left(n_{d}-1\right) h . \tag{10}
\end{equation*}
$$

On the basis of a variety of numerical experiments, we have selected the parameter values $n_{\Delta}=10$ and $n_{d}=27$ (and, thus, $d / \Delta=26 / 9$ ), which are used in all of the numerical experiments considered in this paper.

Using these notations and definitions, the FC(Gram) algorithm proceeds as follows:

1. For a given value of $m$ (see Remark 2.1), an orthonormal basis $\mathcal{B}_{\text {left }}=\left\{P_{\text {left }}^{r}(x)\right\}_{r=0}^{m}$ of the space of polynomials of degree $\leqslant m$ with respect to the scalar product $(\cdot, \cdot)_{\text {left }}$ is obtained by applying the $(\cdot, \cdot)_{\text {left }}$-based Gram-Schmidt orthogonalization process to the set $\left\{1, x, x^{2}, \ldots, x^{m}\right\}$ in order of increasing degree. Analogously, an orthonormal basis $\mathcal{B}_{\text {right }}=\left\{P_{\text {right }}^{r}(x)\right\}_{r=0}^{m}$ of the space of polynomials of degree $\leqslant m$ with respect to the scalar product $(\cdot, \cdot)_{\text {right }}$ is obtained by applying the $(\cdot, \cdot)_{\text {right }}$-based Gram-Schmidt orthogonalization process to the set $\left\{1, x, x^{2}, \ldots, x^{m}\right\}$ in order of increasing degree. (Sets of polynomials that are orthogonal with respect to discrete scalar products such as those presented in Eq. (9) are called Gram Polynomial bases; see e.g. [60, p. 323 and 61].) To avoid loss of orthogonality, in our algorithms these bases are obtained by means of the modified Gram-Schmidt orthogonalization procedure with partial re-orthogonalization (see e.g. [62, p. 107 and 375]).
2. Given a function $f \in C^{k}[0,1]$, the coefficients
$a_{\text {left }}^{r}=\left(f_{\text {left }}, P_{\text {left }}^{r}\right)_{\text {left }} \quad$ and $\quad a_{\text {right }}^{r}=\left(f_{\text {right }}, P_{\text {right }}^{r}\right)_{\text {right }}$
of the polynomial approximations (projections)
$f_{\text {left }}^{p}(x)=\sum_{r=0}^{m} a_{\text {left }}^{r} P_{\text {left }}^{r}(x)$ and $f_{\text {right }}^{p}(x)=\sum_{r=0}^{m} a_{\text {right }}^{r} P_{\text {right }}^{r}(x)$
of the smooth boundary Section 8 are obtained.
3. Highly accurate precomputed $\mathrm{FC}(\mathrm{SVD})$ continuations $f^{P, Q} \in C_{\text {per }}^{\infty}[1-\Delta, 1+2 d+\Delta]$ are used for certain pairs $\{P, Q\}$ of Gram Polynomials, where $P \in \mathcal{B}_{\text {left }}$ and $Q \in \mathcal{B}_{\text {right }}$, and where $f^{P, Q} \in C_{\text {per }}^{\infty}[1-\Delta, 1+2 d+\Delta]$ is a Fourier continuation of both $P$ and $Q$. Various types of polynomial pairings are admissible as are methods to effect their joint continuation; full details concerning our prescriptions in these regards are presented in Section 2.3. Here we note that, as indicated in that section, the method we use leads to certain continuation functions $f_{\text {even }}^{r}$ and $f_{\text {odd }}^{r}, r=0 \ldots m$, which can collectively be used to obtain a Fourier continuation of an arbitrary pair of projections $\left\{f_{\text {left }}^{p}, f_{\text {right }}^{p}\right\}$. Fig. 6 displays the functions $f_{\text {even }}^{r}$ and $f_{\text {odd }}^{r}$ for $r=0, r=1$ and $r=2$.
4. In view of the prescriptions in Section 2.3, the function $f_{\text {match }}$ in Eq. (4) is obtained as the following linear combination of the $\mathrm{FC}(\mathrm{SVD})$ continuations mentioned in point 3:
$f_{\text {match }}(x)=\sum_{r=0}^{m} \frac{a_{\text {left }}^{r}+a_{\text {right }}^{r}}{2} f_{\text {even }}^{r}(x)+\frac{a_{\text {left }}^{r}-a_{\text {right }}^{r}}{2} f_{\text {odd }}^{r}(x)$.
5. A "discontinuous-projection" function $f^{\mathrm{dp}}$ is constructed according to the following formula (which is used in part on the basis of stability considerations, see Remark 2.3 below):

$$
f^{\mathrm{dp}}(x)=\left\{\begin{array}{ll}
f_{\text {right }}^{p}(x-1-d) & \text { for } x \in[0, \Delta]  \tag{14}\\
f(x) & \text { for } x \in(\Delta, 1-\Delta) \\
f_{\text {left }}^{p}(x) & \text { for } x \in[1-\Delta, 1] \\
f_{\operatorname{match}}(x) & \text { for } x \in(1,1+d) \\
f^{\operatorname{dp}}(x+1+d)=f^{\mathrm{dp}}(x) & \text { for all } x \text { in } \mathbb{R}
\end{array} .\right.
$$

6. The Fourier continuation $f^{c}$ of $f$ is obtained as the Fourier series of the form (2), with $F=n+n_{d}-2$, that results by using an FFT on the set of function values $f^{\mathrm{dp}}\left(x_{j}\right)$ with $j=1 \ldots n+n_{d}-2$ (see Eq. (6)). This completes the prescription of the $\mathrm{FC}(\mathrm{Gram})$ continuation procedure; clearly, the continuation function $f^{c}$ is obtained at a total cost of $\mathcal{O}(n \log (n))$ operations.

Remark 2.3. The prescription given in Step 5 for $f^{\mathrm{dp}}$ was chosen to provide stability in the context of the FC-AD methodology (c.f., the stability analysis presented in [10]); otherwise the first three lines in the definition of $f^{\mathrm{dp}}$ could be substituted by a more natural prescription, namely " $f(x)$ ", without changing the degree of accuracy of the continuation approximations. Note, in particular, that $f^{c}\left(x_{j}\right)$ generally does not equal $f\left(x_{j}\right)$ for discretization points $x_{j}$ near the interval boundaries. In the


Fig. 6. Functions $f_{\text {even }}^{r}$ (left column) and $f_{\text {odd }}^{r}$ (right column) in the interval $[1-\Delta, 1+2 d+\Delta]$ for $r=0$ (first row), $r=1$ (second row) and $r=2$ (third row). By construction, these functions are close approximations of the corresponding Gram polynomials $P_{\text {left }}^{r}$ and $\pm P_{\text {right }}^{r}$ in the sub-intervals [1- $\left.\Delta, 1\right]$ and $[1+d, 1+d+\Delta]$, respectively. Note that $f_{\text {even }}^{r}(x)=f_{\text {even }}^{r}(x+d+\Delta)$ and $f_{\text {odd }}^{r}(x)=-f_{\text {odd }}^{r}(x+d+\Delta)$ for all $r$.
normalized domain $[0,1]$ considered in this section, for instance, $f^{c}\left(x_{j}\right)$ will generally differ from $f\left(x_{j}\right)$ for $x_{j}$ in the intervals $[0, \Delta]$ and $[1-\Delta, 1]$.

### 2.3. Useful Gram Polynomial pairs and accurate FC(SVD) continuations

Point 3 in the description of the $\mathrm{FC}(\mathrm{Gram})$ algorithm above does not detail either how to select pairs $\{P, Q\}$ of Gram Polynomials, $P \in C^{k}[1-\Delta, 1]$ and $Q \in C^{k}[1+d, 1+d+\Delta]$ for subsequent continuation via the FC(SVD) approach, or how the corresponding continuations are to be obtained: such details are presented in what follows.

Our choice of polynomial pairs is made in such a way as to require SVDs of the smallest possible dimensionality: with reference to point 1 above, we define the sets of "even" and "odd" polynomial pairs as the sets of all pairs $\{P, Q\}$ and $\{P,-Q\}$, respectively, where $P(x)=P_{\text {left }}^{r}(x)$ and $Q(x)=P_{\text {left }}^{r}(x-d-\Delta)$ and where $r \leqslant m$; note that, for each $r, P \in \mathcal{B}_{\text {left }}$ and $Q \in \mathcal{B}_{\text {right }}-$ since $P_{\text {right }}^{r}(x)=P_{\text {left }}^{r}(x-d-\Delta)$. The even/odd nomenclature corresponds to the fact that for each even (resp. odd) pair, an $\mathrm{FC}(\mathrm{SVD})$ continuation can be produced, which will be denoted by $f_{\text {even }}^{r}$ (resp. $f_{\text {odd }}^{r}$ ), that uses only even (resp. odd) Fourier coefficients; see Fig. 6. The set of all such continuations of these pairs of Gram Polynomials contains $2 m+2$ elements that can be used to construct the matching function $f_{\text {match }}$ in Eq. (13).

Using a set of $\Upsilon$ equispaced matching points $\hat{x}_{j}$ in the interval $[1-\Delta, 1]$ (satisfying $\hat{x}_{1}=1-\Delta$ and $\hat{x}_{T}=1$ ), the functions $f_{\text {even }}^{r}$ and $f_{\text {odd }}^{r}$ are obtained as the SVD-based least-squares solution of the over-determined set of equations

$$
\begin{align*}
& f_{\text {even }}^{r}\left(\hat{x}_{j}\right)=\sum_{\substack{k \in t(g) \\
\text { keven }}} \hat{a}_{k}^{r} e^{\frac{\pi i}{d+\alpha} \hat{x}_{j} k} \approx P_{\text {left }}^{r}\left(\hat{x}_{j}\right), \quad j=1 \ldots \Upsilon,  \tag{15}\\
& f_{\text {odd }}^{r}\left(\hat{x}_{j}\right)=\sum_{\substack{k \in t(g) \\
\text { kodd }}} \hat{b}_{k}^{r} e^{\frac{\pi i}{d+\hat{x}_{j} k}} \approx P_{\text {left }}^{r}\left(\hat{x}_{j}\right), \quad j=1 \ldots \Upsilon \tag{16}
\end{align*}
$$

for the unknown Fourier coefficients $\hat{a}_{k}^{r}$ and $\hat{b}_{k}^{r}$ (see the text following Eq. (2) for the definition of $t(g)$ ). Note that, in view of the restrictions to $k$ even and odd in Eqs. (15) and (16), respectively, we have $f_{\text {even }}^{r}(x)=f_{\text {even }}^{r}(x+d+\Delta)$ and $f_{\text {odd }}^{r}(x)=-f_{\text {odd }}^{r}$ $(x+d+\Delta)$ for all $r$-and, thus, the functions $f_{\text {even }}^{r}$ and $f_{\text {odd }}^{r}$ are indeed joint continuations of $\left\{P_{\text {left }}^{r}, \pm P_{\text {right }}^{r}\right\}$, respectively. In particular, these functions result from application of a version of the FC(SVD) algorithm to pairs of Gram polynomials.

The explicit values we have used in this paper for the parameters $g$ and $\Upsilon$ are presented in Remark 2.4 below. In particular, the number $g$ of Fourier modes used is set to a value that does not exceed $\Upsilon / 2$ (c.f. [7]), in order for the continuations of the Gram Polynomial-pairs to be (roughly) optimally accurate approximations of the corresponding polynomials; to achieve approximations of the desired accuracy, on the other hand, we select appropriately large values of $\Upsilon$ and correspondingly large values for $g$. Once the functions $f_{\text {even }}^{r}$ and $f_{\text {odd }}^{r}$ have been determined, they can be used to obtain the matching function $f_{\text {match }}$ by means of a the linear combination given in Eq. (13).

Remark 2.4. The calculation of the $\mathrm{FC}(\mathrm{SVD})$ continuations of the Gram Polynomials thus depends on a small number of parameters: $d / \Delta, n_{\Delta}, g$, and $\Upsilon$. A single set of values of these parameters, namely $n_{\Delta}=10, d / \Delta=26 / 9, g=63$, and $\Upsilon=150$, can be used for general applications including those considered here and in [10] for arbitrary accuracy, up to essentially the level of machine precision roundoff; in view of the universality of these parameters, the functions $f_{\text {even }}^{r}$ and $f_{\text {odd }}^{r}(0 \leqslant r \leqslant 9)$ form a small set that can be precomputed. These parameter values and functions were used, in particular, for all of the numerical examples presented in this paper. The Fourier coefficients of the functions $f_{\text {even }}^{r}$ and $f_{\text {odd }}^{r}$ were calculated and their values at 35 points were stored in a $20 \times 35$ double precision matrix $F$. (Seventy points $x_{j}$ lie in the interval $1-\Delta \leqslant x_{j}<1+2 d+\Delta$; only half of the corresponding values $f_{\text {even }}^{r}\left(x_{j}\right)$ and $f_{\text {odd }}^{r}\left(x_{j}\right)$ need to be stored, however, since the values of the function $f_{\text {even }}^{r}$ (resp. $f_{\text {odd }}^{r}$ ) in the interval $[1+d, 1+2 d+\Delta]$ equal the corresponding value (resp. minus the corresponding values) over the interval $[1-\Delta, 1+d]$ ). The calculation leading to the matrix $F$ was performed in Maple's high precision environment to eliminate all errors arising from the conditioning of the FC(SVD) linear system. It was found that with the parameters given above, 48 digits of arithmetic precision were sufficient to guarantee all matrix values were obtained with 16 correct digits (double precision) which were eventually stored. All other computations leading to results in this paper were performed in the standard double precision environment.

Remark 2.5. Since $n_{\Delta}$ is fixed (see Remark 2.4 above), the associated value of $\Delta$ may be such that the various cases in Eq. (14) give rise to conflicting definitions. Indeed, for $n<2 n_{\Delta}$ the segments $[0, \Delta]$ and $[1-\Delta, 1]$ overlap at least at one point. To avoid this difficulty we use $n \geqslant 2 n_{\Delta}$ points along any line of data. This constraint may be relaxed to $n \geqslant n_{\Delta}+1$ points by first approximating the function $f$ over all $n<2 n_{\Delta}$ points by a $m$ degree polynomial ensuring that $f_{\text {left }}^{p}(x)=f_{\text {right }}^{p}(x-1-d)$ over their common domain of definition (so that the conflict between the definitions of these functions is avoided). Further, for $n \leqslant n_{\Delta}$, our experiments indicate that refinement, either global or local (as demonstrated for the FC-AD in [63]) can be performed to insure high-order accuracy while maintaining stability. Finally, note that for some domains $\Omega$, the mesh lines may cross the boundary more than twice (see Fig. 13). In such cases, each segment of data is treated separately.

### 2.4. FC(Gram) numerical examples

Approximation errors resulting from the $\mathrm{FC}(\mathrm{Gram})$ continuation of the function $f(x)=e^{\sin (2.7 \pi x)+\cos (\pi x)}$ are shown in Fig. 7, together with corresponding errors for two reference methodologies: the highly competitive (spectral) Barycenter Chebyshev interpolation method [64] and linear interpolation. The maximum error produced by each method (approximated as the maximum error over $20 \cdot n$ equispaced discrete data points) is shown for a range of values of $n$. Note that the error of the Chebyshev interpolation decreases faster than any power of $h$, while the $\mathrm{FC}(\mathrm{Gram})$ used here is high-order but not spectrally accurate. We point out that, as discussed in the introduction however, the Chebyshev method requires data points arranged in a special fashion, which makes it unsuitable for solution of PDEs in general domains. If an $\mathrm{FC}(\mathrm{Gram})$ algorithm based on approximations by Gram Polynomials of degree five at the left and right-ends of the approximation interval is used ( $m=5$ ), the FC(Gram) contin-


Fig. 7. Maximum interpolation error for the function $f(x)=e^{\sin (2.7 \pi x)+\cos (\pi x)}$ with a variety of interpolation schemes including a 10th-order accurate FC(Gram) continuation on left and a sixth-order version on the right.
uation cannot be better than sixth-order accurate. If a ninth-degree polynomial is used instead ( $m=9$ ), then tenth-order convergence results. Fig. 7 shows the results $m=9$ on the left and the results with $m=5$ on the right.

## 3. Alternating direction splitting

In Sections 3.1 and 3.2 we introduce the alternating direction scheme we use for the Heat Equation in two and three dimensions, respectively; the approach we utilize for the Poisson Equation, in turn, is presented in Section 3.3. A brief outline of the full FC-AD algorithms is given in Section 3.4; the corresponding detailed algorithmic prescriptions are deferred to Section 5 . Our $\mathrm{FC}($ Gram $)$-based algorithm for the solution of the alternating-direction ODEs, which we call FC-ODE, is presented in Section 4.

### 3.1. Splitting of the two-d Heat Equation

We consider the Dirichlet problem for the Heat Equation

$$
\begin{align*}
& u_{t}=k\left(u_{x x}+u_{y y}\right)+Q(x, y, t), \quad(x, y, t) \in \Omega \times(0, T] \\
& u(x, y, t)=G(x, y, t), \quad(x, y) \in \partial \Omega, t \in(0, T]  \tag{17}\\
& u(x, y, 0)=u_{0}(x, y), \quad(x, y) \in \Omega
\end{align*}
$$

where $k>0, \Omega \subset \mathbb{R}^{2}$ is a smoothly bounded domain, and where $Q, G$, and $u_{0}$ denote given smooth functions. Let $t^{n}=n \Delta t$ and let $u^{n}$ and $Q^{n+\frac{1}{2}}$ be equal to $u\left(x, y, t^{n}\right)$ and $Q(x, y,(n+1 / 2) \Delta t)$, respectively. Using a centered finite-difference scheme around $t=t^{n+\frac{1}{2}}=\left(n+\frac{1}{2}\right) \Delta t$ to discretize the time derivative, (which results in a splitting corresponding to the classical ADI [1]) yields

$$
\begin{equation*}
\frac{u^{n+1}-u^{n}}{\Delta t}=\frac{k}{2} \frac{\partial^{2}}{\partial x^{2}}\left(u^{n+1}+u^{n}\right)+\frac{k}{2} \frac{\partial^{2}}{\partial y^{2}}\left(u^{n+1}+u^{n}\right)+Q^{n+\frac{1}{2}}+E_{1}(x, y, \Delta t), \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{1}(x, y, \Delta t) \leqslant \frac{\Delta t^{2}}{24}\left\|u_{t t t}\right\|_{L^{\infty}\left(\Omega \times\left(t^{n}, t^{n+1}\right)\right)}+\frac{k \Delta t^{2}}{8}\left\|u_{t t x x}\right\|_{L^{\infty}\left(\Omega \times\left(t^{n}, t^{n+1}\right)\right)}+\frac{k \Delta t^{2}}{8}\left\|u_{t t y y}\right\|_{L^{\infty}\left(\Omega \times\left(t^{n}, t^{n+1}\right)\right)} \tag{19}
\end{equation*}
$$

as it follows from use of Taylor series expansions with the Cauchy form of the remainder. Collecting the terms for $u^{n}$ and $u^{n+1}$ in the above equations gives

$$
\begin{equation*}
\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) u^{n+1}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) u^{n}+\Delta t Q^{n+\frac{1}{2}}+\Delta t E_{1}(x, y, t) \tag{20}
\end{equation*}
$$

Eq. (20) can be expressed in the factored form

$$
\begin{equation*}
\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) u^{n+1}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) u^{n}+\frac{k^{2} \Delta t^{2}}{4} \frac{\partial^{2}}{\partial x^{2}} \frac{\partial^{2}}{\partial y^{2}}\left(u^{n+1}-u^{n}\right)+\Delta t Q^{n+\frac{1}{2}}+\Delta t E_{1}(x, y, t) \tag{21}
\end{equation*}
$$

Again using Taylor series with the Cauchy form of the remainder, we see that

$$
\begin{equation*}
E_{2}(x, y, t)=\frac{k^{2} \Delta t^{2}}{4} \frac{\partial^{2}}{\partial x^{2}} \frac{\partial^{2}}{\partial y^{2}}\left(u^{n+1}-u^{n}\right) \leqslant \frac{k^{2} \Delta t^{3}}{4}\left\|u_{t x x y y}\right\|_{L^{\infty}\left(\Omega \times\left(t^{n}, t^{n+1}\right)\right)} \tag{22}
\end{equation*}
$$

note that $E_{2}(x, y, t)$ is of order $O\left(\Delta t^{3}\right)$. In order to solve for $u^{n+1}$ in Eq. (21), operators of the form $\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)$ and $\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right)$ must be inverted. The application of the inverse operators on a function $f$ gives as a result solutions of the one-dimensional boundary value problem

$$
\begin{equation*}
-\alpha^{2} u^{\prime \prime}+u=f \quad u\left(x_{\ell}\right)=B_{\ell}, \quad u\left(x_{r}\right)=B_{r}, \tag{23}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha^{2}=\frac{k \Delta t}{2} \tag{24}
\end{equation*}
$$

for given boundary values $B_{\ell}$ and $B_{r}$ prescribed at the boundary points $x_{\ell}$ and $x_{r}$ (see Fig. 2 and Remark 3.2).
Remark 3.1. Whenever the boundary information is clear from the context, we will write

$$
\begin{equation*}
\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)^{-1}=\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)_{x_{\ell}, x_{r} ; B_{\ell}, B_{r}}^{-1} \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right)^{-1}=\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right)_{x_{\ell}, x_{r} ; B_{\ell}, B_{r}}^{-1} \tag{26}
\end{equation*}
$$

for the operators that produce the solution $u$ of the boundary value problem (23) from the right-hand side $f$ with boundary values $B_{\ell}$ and $B_{r}$ and boundary locations $x_{\ell}$ and $x_{r}$.

A numerical algorithm (based on the $\mathrm{FC}(\mathrm{Gram})$ continuation method presented in the previous section) for the solution of ODEs such as Eq. (23) is presented in Section 4.

In the special case $Q=0$, Peaceman and Rachford obtained an approximation $\tilde{u}^{n}$ to the exact solution $u^{n}$ using a scheme of the form

$$
\begin{aligned}
& \left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right) \tilde{u}^{n+\frac{1}{2}}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) \tilde{u}^{n} \\
& \left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) \tilde{u}^{n+1}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right) \tilde{u}^{n+\frac{1}{2}}
\end{aligned}
$$

(see also [11, p. 176]). In order to account for the presence of the inhomogeneity $Q$, we use

$$
\begin{align*}
& \left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right) \tilde{u}^{n+\frac{1}{2}}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) \tilde{u}^{n}+\frac{\Delta t}{2} Q^{n+\frac{1}{4}}  \tag{27}\\
& \left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) \tilde{u}^{n+1}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right) \tilde{u}^{n+\frac{1}{2}}+\frac{\Delta t}{2} Q^{n+\frac{3}{4}} \tag{28}
\end{align*}
$$

where $Q^{n+\frac{1}{4}}$ and $Q^{n+\frac{3}{4}}$ are equal to $Q(x, y,(n+1 / 4) \Delta t)$ and $Q(x, y,(n+3 / 4) \Delta t)$, respectively.
It is easy to check that a solution of Eqs. (27) and (28) provide an approximate solution of Eq. (21). To show this we multiply Eq. (27) by $\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)$ and Eq. (28) by $\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)$. Noting that the operators $\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)$ and $\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)$ commute and subtracting the resulting equations we obtain

$$
\begin{equation*}
\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) \tilde{u}^{n+1}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) \tilde{u}^{n}+\frac{\Delta t}{2}\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right) Q^{n+\frac{1}{4}}+\frac{\Delta t}{2}\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right) Q^{n+\frac{3}{4}} . \tag{29}
\end{equation*}
$$

We now introduce the approximation

$$
\begin{equation*}
Q^{n+\frac{1}{2}}=\frac{1}{2}\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right) Q^{n+\frac{1}{4}}+\frac{1}{2}\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right) Q^{n+\frac{3}{4}}+E_{3}(x, y, t), \tag{30}
\end{equation*}
$$

where applying a Taylor series expansion with the Cauchy form of the remainder to the function $Q$ we obtain the bound

$$
\begin{equation*}
E_{3}(x, y, t) \leqslant \frac{\Delta t^{2}}{16}\left\|Q_{t t}\right\|_{L^{\infty}\left(\Omega \times\left(t^{n}, t^{n+1}\right)\right)}+\frac{k \Delta t^{2}}{8}\left\|Q_{t x x}\right\|_{L^{\infty}\left(\Omega \times\left(t^{n}, t^{n+1}\right)\right)} \tag{31}
\end{equation*}
$$

It follows that, as claimed above, a solution of Eqs. (27) and (28) is also a solution to Eq. (21) with error equal to

$$
\begin{equation*}
\Delta t E_{1}(x, y, t)+E_{2}(x, y, t)+\Delta t E_{3}(x, y, t) \tag{32}
\end{equation*}
$$

Boundary values for $\tilde{u}^{n+\frac{1}{2}}$ in Eq. (27) and for $\tilde{u}^{n+1}$ in Eq. (28) are all that are needed in order to complete the scheme.
Remark 3.2. The boundary values for $\tilde{u}^{n+1}$ are simply given by the value $G\left(x, y, t^{n+1}\right)$ for the appropriate boundary points $(x, y) \in \partial \Omega$. The boundary values of $\tilde{u}^{n+\frac{1}{2}}$ for the traditional ADI on a square domain are given by

$$
\begin{equation*}
\tilde{u}^{n+\frac{1}{2}}(x, y)=\frac{1}{2}\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) G\left(x, y, t^{n}\right)+\frac{1}{2}\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) G\left(x, y, t^{n+1}\right)+\frac{\Delta t}{4}\left(Q\left(x, y, t^{n+\frac{1}{4}}\right)-Q\left(x, y, t^{n+\frac{3}{4}}\right)\right),(x, y) \in \partial \Omega \tag{33}
\end{equation*}
$$

a relation that follows directly from Eqs. (27) and (28), c.f. [11, p. 176]. In the case of a complex domain, the spatial derivatives of $G$ are not known a priori. In order to handle complex domains, our two-dimensional Heat-Equation FC-AD algorithm uses the boundary values

$$
\begin{equation*}
\tilde{u}^{n+\frac{1}{2}}(x, y)=G(x, y,(n+1 / 2) \Delta t) \tag{34}
\end{equation*}
$$

This approximation introduces an additional time discretization error $E_{4}$ that satisfies

$$
\begin{equation*}
E_{4}(x, y, t) \leqslant \frac{k \Delta t^{2}}{4}\left\|u_{t y y}\right\|_{L^{\infty}\left(\Omega \times\left(t^{n}, t^{n+1}\right)\right)}+\frac{\Delta t^{2}}{4}\left\|u_{t t}\right\|_{L^{\infty}\left(\Omega \times\left(t^{n}, t^{n+1}\right)\right)}+\frac{\Delta t^{2}}{8}\left\|Q_{t}\right\|_{L^{\infty}\left(\Omega \times\left(t^{n}, t^{n+1}\right)\right)} . \tag{35}
\end{equation*}
$$

Accounting for the time discretization errors (32) and the error (34) on the boundary values, the overall error arising from one step of our Heat-Equation FC-AD algorithm is of order $O\left(\Delta t^{2}\right)$. This bound predicts an overall FC-AD error of $O(\Delta t)$. Despite this argument, our numerical experiments, including those presented in Section 6, indicate that in practice the overall accuracy of the algorithm remains $O\left(\Delta t^{2}\right)$. In any case, Richardson extrapolation can also be employed to increase the accuracy in time as has been shown in reference [22] and in particular is employed for the FC-AD in [10].

In order to facilitate the description of our algorithm as well as its analysis it is convenient to introduce the notation

$$
\begin{equation*}
w^{n+\frac{1}{2}}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right) \tilde{u}^{n+\frac{1}{2}} \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
w^{n+1}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) \tilde{u}^{n+1} \tag{37}
\end{equation*}
$$

In terms of these new variables and the notation introduced in Remark 3.1 the algorithm becomes

$$
\begin{align*}
& w^{n+\frac{1}{2}}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)^{-1}\left(w^{n}+\frac{\Delta t}{2} Q^{n+\frac{1}{4}}\right)  \tag{38}\\
& w^{n+1}=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right)\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right)^{-1}\left(w^{n+\frac{1}{2}}+\frac{\Delta t}{2} Q^{n+\frac{3}{4}}\right) \tag{39}
\end{align*}
$$

Remark 3.3. The result of the application of the operators on the right-hand side of Eqs. (38) and (39), e.g. ( $\left.1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)$ $\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)^{-1}$, to a function $f$ does not actually require differentiation with respect to the relevant independent variable. Indeed, letting e.g.

$$
\begin{equation*}
q=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial x^{2}}\right)^{-1} f \tag{40}
\end{equation*}
$$

we have

$$
\begin{align*}
& -\alpha^{2} u^{\prime \prime}(x)+u(x)=f(x), \quad u\left(x_{\ell}\right)=B_{\ell}, \quad u\left(x_{r}\right)=B_{r}, \quad \text { and } \\
& \alpha^{2} u^{\prime \prime}(x)+u(x)=q(x), \tag{41}
\end{align*}
$$

where, again, $\alpha^{2}=\frac{k \Delta t}{2}$. Adding these equations we obtain

$$
\begin{equation*}
q(x)=2 u(x)-f(x) \tag{42}
\end{equation*}
$$

where $u(x)$ is the solution to the first equation in (41); clearly, a similar result holds for the operator $\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right)\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right)^{-1}$. It follows that each half-step of (38) and (39) can be computed by solving the first equation in (41) followed by use of Eq. (42) or its $y$-dependent counterpart.

### 3.2. Splitting of the three-d Heat Equation

We now consider the Dirichlet problem for the three-d Heat Equation

$$
\begin{align*}
& u_{t}=k\left(u_{x x}+u_{y y}+u_{z z}\right)+Q(x, y, z, t), \quad(x, y, z, t) \in \Omega \times(0, T] \\
& u(x, y, z, t)=G(x, y, z, t), \quad(x, y, z) \in \partial \Omega, t \in(0, T]  \tag{43}\\
& u(x, y, z, 0)=u_{0}(x, y, z), \quad(x, y, z) \in \Omega
\end{align*}
$$

where $k>0, \Omega \subset \mathbb{R}^{3}$ is a smoothly bounded domain, and where $Q, G$, and $u_{0}$ denote given smooth functions. Several Alternating-Direction-type splittings are available for the three-dimensional Heat Equation, including, e.g. the Crank-Nicol-son-based Locally One-Dimensional (LOD) scheme [9, p. 71]. In view of the variety of options available, and for the sake of definiteness, here we use a simple approach that, based on implicit Euler time-stepping, delivers first-order accuracy in time. As mentioned above and demonstrated in [10], use of Richardson extrapolation can be made to increase significantly the order of temporal accuracy occurring in a low-temporal-order FC-AD algorithm.

Using implicit Euler time-stepping we have

$$
\begin{equation*}
\frac{u^{n+1}-u^{n}}{\Delta t}=k \frac{\partial^{2}}{\partial x^{2}} u^{n+1}+k \frac{\partial^{2}}{\partial y^{2}} u^{n+1}+k \frac{\partial^{2}}{\partial z^{2}} u^{n+1}+Q^{n+1}+E_{1}(x, y, z, \Delta t) \tag{44}
\end{equation*}
$$

where $E_{1}$ is the error introduced by the time discretization. Collecting the terms for $u^{n+1}$ on the left side of the equation and factoring yields,

$$
\begin{equation*}
\left(1-k \Delta t \frac{\partial^{2}}{\partial x^{2}}\right)\left(1-k \Delta t \frac{\partial^{2}}{\partial y^{2}}\right)\left(1-k \Delta t \frac{\partial^{2}}{\partial z^{2}}\right) u^{n+1}=u^{n}+\Delta t Q^{n+1}+E_{2}(x, y, z, t) \tag{45}
\end{equation*}
$$

where the error term $E_{2}$ is given by

$$
\begin{equation*}
E_{2}(x, y, z, t)=k^{2} \Delta t^{2}\left(k \Delta t \frac{\partial^{2}}{\partial x^{2}} \frac{\partial^{2}}{\partial y^{2}} \frac{\partial^{2}}{\partial z^{2}}-\frac{\partial^{2}}{\partial x^{2}} \frac{\partial^{2}}{\partial y^{2}}-\frac{\partial^{2}}{\partial y^{2}} \frac{\partial^{2}}{\partial z^{2}}-\frac{\partial^{2}}{\partial x^{2}} \frac{\partial^{2}}{\partial z^{2}}\right) u^{n+1}+\Delta t E_{1}(x, y, z, t) . \tag{46}
\end{equation*}
$$

To complete the scheme, $G\left(x, y, z, t^{n+1}\right)$ is used to provide approximate boundary values (with error of the order of $O$ (Deltat)) for each of the three inverse operators $\left(1-k \Delta t \frac{\partial^{2}}{\partial x^{2}}\right)^{-1},\left(1-k \Delta t \frac{\partial^{2}}{\partial y^{2}}\right)^{-1}$ and $\left(1-k \Delta t \frac{\partial^{2}}{\partial z^{2}}\right)^{-1}$ that must be applied in order to obtain $u^{n+1}$ in Eq. (45). A variety of numerical results for the three-d Heat Equation, including those presented in Section 6 , indicate that use of such boundary conditions does indeed give rise to a convergent numerical scheme.

### 3.3. The Poisson Equation: iteration parameters

Since the Poisson Equation,

$$
\begin{align*}
& -u_{x x}-u_{y y}=Q(x, y), \quad(x, y) \in \Omega  \tag{47}\\
& u(x, y)=G(x, y), \quad(x, y) \in \partial \Omega
\end{align*}
$$

is the steady-state version to the Heat Equation, the splitting scheme in Eq. (21) could be directly applied to Eq. (47). For efficiency, however, it has long been recognized that the introduction sequences of iteration parameters (that effectively amount to corresponding changes of $\Delta t$ for each time-step in the Heat Equation solver), can give rise to significantly faster convergence to the solution of the Poisson Equation (c.f. [65, p. 597]). With the iteration parameters $\gamma_{n}$ the iteration schemes (38) and (39) adapted for the Poisson Equation becomes

$$
\begin{align*}
& w^{n+\frac{1}{2}}=\left(1+\gamma_{n} \frac{\partial^{2}}{\partial x^{2}}\right)\left(1-\gamma_{n} \frac{\partial^{2}}{\partial x^{2}}\right)^{-1}\left(w^{n}+\gamma_{n} Q\right)  \tag{48}\\
& w^{n+1}=\left(1+\gamma_{n+1} \frac{\partial^{2}}{\partial y^{2}}\right)\left(1-\gamma_{n} \frac{\partial^{2}}{\partial y^{2}}\right)^{-1}\left(w^{n+\frac{1}{2}}+\gamma_{n} Q\right) \tag{49}
\end{align*}
$$

with boundary conditions given by $G(x, y)$.
The determination of optimal iteration parameters, $\gamma_{n}$, have been extensively researched in the finite-difference case (c.f., $[66,67])$. We propose a simple choice of iteration parameters that provide surprisingly efficient performance; our prescription results from the following considerations. The result of an application of the operator $\left(1+\gamma_{n} \frac{\partial^{2}}{\partial x^{2}}\right)\left(1-\gamma_{n} \frac{\partial^{2}}{\partial x^{2}}\right)^{-1}$ (with periodic boundary conditions) to a Fourier series

$$
\begin{equation*}
\mu(x)=\sum_{k \in t(N)} a_{k} e^{i P x k} \tag{50}
\end{equation*}
$$

is given by

$$
\begin{equation*}
\left(1+\gamma_{n} \frac{\partial^{2}}{\partial x^{2}}\right)\left(1-\gamma_{n} \frac{\partial^{2}}{\partial x^{2}}\right)^{-1} \mu(x)=\sum_{k \in t(N)} \frac{1-\gamma_{n} P^{2} k^{2}}{1+\gamma_{n} P^{2} k^{2}} a_{k} e^{i P x k} \tag{51}
\end{equation*}
$$

If we consider the function $\mu(x)$ to be the error in our approximate solution, then components of the error in Fourier modes with index $k \approx \frac{1}{P \sqrt{\gamma_{n}}}$ will be reduced significantly while the error in modes with index $k$ far from $\frac{1}{P \sqrt{\gamma_{n}}}$ will remain nearly the same in magnitude. Using a small parameter $\varepsilon$, our selection of iteration parameters $\gamma_{n}$ seeks to ensure that every Fourier mode is reduced by at least a factor of $\varepsilon$ at least once. We thus use

$$
\begin{equation*}
\gamma_{n+1}=\phi \gamma_{n} \quad \text { with } \quad \phi=(1-\varepsilon)^{2} /(1+\varepsilon)^{2} \tag{52}
\end{equation*}
$$

giving a total of

$$
\begin{equation*}
N_{I}=-2 \log (2 P / h) / \log (\phi) \tag{53}
\end{equation*}
$$

iteration steps. We have found that $\gamma_{0}=\frac{\pi^{2}}{10 P^{2}}$ works consistently very well for all values of $\varepsilon$. Reductions in $\varepsilon$ accompanied by increases in the numbers of iterations give rise to increased accuracies, in turn, provided the resolution of the spatial mesh allows it.

### 3.4. Overall FC-AD strategy for the two- and three-d heat and poisson equations

In order to provide an adequate lead into the detailed algorithmic prescriptions presented in Sections 4 and 5, in this section we present a brief summary of the overall FC-AD procedure.

Our two-dimensional Heat-Equation algorithms, on one hand, evolve the approximate solution through solution use of discrete versions of Eqs. (38) and (39). The needed spatially-discrete approximate versions of the composite operators on the right hand of these equations are presented in Section 4 . The ODE boundary conditions on $\tilde{u}^{n}$ and $\tilde{u}^{n+\frac{1}{2}}$ needed for application of the inverse differential operators (see Eqs. (36) and (37)), are prescribed as indicated in Remark 3.2.

In the three-dimensional case, on the other hand, the corresponding discrete equations we use result as the error term $E_{2}$ is dropped in Eq. (45) and the resulting approximate equations are similarly solved. Iterations for the Poisson solver, finally, proceed similarly except that $\frac{k \Delta t}{2}$ is replaced by $\gamma_{n}$. In particular, the two-d and three-d Heat- and Poisson-Equation solvers proceed via inversion of the same type of discrete differential operators.
Remark 3.4. In the case of the two-d Heat Equation scheme we use, the unknown evolved is not the approximate solution $\tilde{u}^{n}$. This quantity is actually produced as an intermediate result, however,

$$
\tilde{u}^{n+1}=\left(1-\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right)^{-1}\left(w^{n+\frac{1}{2}}+\frac{\Delta t}{2} Q^{n+\frac{3}{4}}\right)
$$

which is needed in the evaluation of $w^{n+1}$; see Remark 3.3.

## 4. FC-ODE algorithm: solution of ODEs by means of Fourier continuation

In view of Section 3.4, the last main element needed for the implementation of the FC-AD solver for the Heat and Poisson Equations is a suitable discrete operator $\mathcal{S}_{\alpha^{2}, x}$ that approximates the inverse of a simple differential operator with constant coefficients:

$$
\begin{equation*}
\mathcal{S}_{\alpha^{2}, x} \approx\left(1-\alpha^{2} \frac{\partial^{2}}{\partial x^{2}}\right)^{-1} \tag{54}
\end{equation*}
$$

once such an operator is available, the composite operators in Eqs. (38), (39), (48) and (49) mentioned in Section 3.4 are then obtained easily; see Remark 4.2.

In detail, then, given a discrete right-hand-side $f=\left(f_{j}\right)$ (an approximation $f_{j} \approx F\left(x_{j}\right)$ of a smooth right-hand-side $F(x)$ ), the operator $\mathcal{S}_{\alpha^{2}, x}$ returns a discrete approximation $\check{u}=\left(\check{u}_{j}\right)$ to the solution $u$ of the ODE (23),

$$
\begin{equation*}
\check{u}=\mathcal{S}_{\alpha^{2}, x}[f] \tag{55}
\end{equation*}
$$

or, including explicitly the dependence on boundary data,

$$
\begin{equation*}
\check{u}=\mathcal{S}_{\alpha^{2}, x}^{x_{e}, x_{r} ; B_{c}, B_{r}}[f], \tag{56}
\end{equation*}
$$

(see Remark 3.1), where the FC-ODE discrete-solver operator on the right-hand sides of (54) and (56) is defined in what follows.

It is not difficult to obtain such an operator on the basis of the FC(Gram) algorithm. A number of special elements, that are not necessary if one is merely interested in solution of ODEs, are incorporated in the construction of the operator (56) in order to insure the stability and convergence of the resulting overall FC-AD solver-as described below in this section, and studied in [10]. To obtain the operator (56), then, the FC-ODE algorithm proceeds by first approximating the right-hand side discrete data $f$ by an $\mathrm{FC}(\mathrm{Gram})$ continuation Fourier series

$$
\begin{equation*}
f^{c}(x)=\sum_{k \in t\left(n+n_{d}-2\right)} a_{k} e^{2 \pi i_{\left(\frac{x}{\left(x-x_{\ell}\right)}\right.}(1+d)} \tag{57}
\end{equation*}
$$

The solution of

$$
\begin{equation*}
-\alpha^{2} v^{\prime \prime}(x)+v(x)=f^{c}(x), \quad v\left(x_{\ell}\right)=B_{\ell}, \quad v\left(x_{r}\right)=B_{r} \tag{58}
\end{equation*}
$$

is then obtained; including the appropriate solution of the associated homogeneous problem, which is needed to meet the boundary conditions, the solution $v$ of (58) is given by

$$
\begin{equation*}
v(x)=\sum_{k \in t\left(n+n_{d}-2\right)} \frac{a_{k}}{1+\frac{4 \alpha^{2} \pi^{2} k^{2}}{\left(x_{r}-x_{\ell}\right)^{2}(1+d)^{2}}} e^{2 \pi i_{\left(x_{r}-x_{\ell}\right)(1+d)}}+c_{1} h_{1}(x)+c_{2} h_{2}(x) \tag{59}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are constants chosen to fit the boundary conditions and where $h_{1}$ and $h_{2}$ are the homogeneous solutions

$$
\begin{equation*}
h_{1}(x)=e^{x /|\alpha|} \quad \text { and } \quad h_{2}(x)=e^{-x /|\alpha|} . \tag{60}
\end{equation*}
$$

In the context of the FC-AD algorithm (Section 3) we have $\alpha^{2}=k \Delta t / 2$; in particular $\alpha \rightarrow 0$ as $\Delta t \rightarrow 0$. In view of the right-hand-side approximation $f^{c}$ of $f$ used, however, $v(x)-u(x)$ does not converge to zero as $\alpha \rightarrow 0$, as it would if a finite-difference ODE solver were used for (23); instead we have

$$
\begin{equation*}
u\left(x_{j}\right)-v\left(x_{j}\right) \rightarrow f_{j}-f^{c}\left(x_{j}\right) \neq 0 \text { as } \alpha \rightarrow 0 \text { for } x_{j} \text { near the boundary points } x_{\ell} \text { and } x_{r} ; \tag{61}
\end{equation*}
$$

see Remark 2.3.
Remark 4.1. In view of the lack of convergence to zero displayed in Eq. (61), use of a scheme such as (58) as part of our FCAD algorithm would result in certain types of conditional convergence-e.g. lack of convergence as $\Delta t$ tends to 0 much faster than $h$ tends to zero, resulting from accumulation of the error (61) over a large $O(1 / \Delta t)$ number of time-steps for very small values of $\Delta t$. Although this theoretical issue is seldom of practical importance, we introduce corrections ensuring that the corrected approximate solution $\check{u}$ of (55) satisfies

$$
\begin{equation*}
u\left(x_{j}\right)-\check{u}_{j} \rightarrow 0 \text { as } \alpha \rightarrow 0 \quad \text { for all } x_{j} . \tag{62}
\end{equation*}
$$

A simple correction that restores the aforementioned convergence to zero as $\alpha \rightarrow 0$, (and, additionally, gives rise to high-order accuracy) is obtained by means of low-order accurate finite-difference techniques: the correction $\eta=\left(\eta_{j}\right)$ is obtained as the solution of the equations

$$
\begin{align*}
& -\alpha^{2} \frac{\eta_{j+1}-2 \eta_{j}+\eta_{j-1}}{h^{2}}+\eta_{j}=f_{j}-f^{c}\left(x_{j}\right), \quad \text { for } j \in\left\{1, \ldots, n_{\Delta}\right\} \cup\left\{n-n_{\Delta}+1, \ldots, n\right\},  \tag{63}\\
& \eta_{j}=0 \text { otherwise, } \tag{64}
\end{align*}
$$

with boundary conditions $\eta_{0}=0, \eta_{n_{\Delta}+1}=0, \eta_{n-n_{\Delta}}=0$, and $\eta_{n+1}=0$. (A banded LU Decomposition allows $\eta$ to be calculated in $O\left(n_{\Delta}\right)$ operations (c.f. [68, p.90])). It is easy to check that the corrected solution $v\left(x_{j}\right)+\eta_{j}$ satisfies $u\left(x_{j}\right)-\left(v\left(x_{j}\right)+\eta_{j}\right) \rightarrow 0$ as $\alpha \rightarrow 0$, as desired.

As mentioned above, a number of additional components are needed in the FC-ODE algorithm in order to ensure the stability of the full FC-AD method. These components, which are listed later in this section, were obtained through a significant amount of experimentation. They involve a series of orthogonal projections; as established rigorously in [10] and as demonstrated later in this text, the resulting FC-ODE solver gives rise to an unconditionally stable and high-order accurate overall FC-AD algorithm. To present the FC-ODE stability restoring steps we introduce the following two important definitions. Note the close relationship, as well as a subtle but significant difference, between the use of Gram Polynomials made here and that made in Section 2: the definitions below relate to the domain $\left[x_{\ell}, x_{r}\right]$ that is slightly larger than the interval $\left[x_{1}, x_{n}\right]$ considered in Section 2.

Definition 4.1. For a given discrete function $f$ defined at the set of points $\left\{x_{j}, j=1, \ldots, n\right\}$, we define the open boundary projection $f^{p}$ of $f$; this definition requires the use of two discrete orthonormal Gram Polynomial bases ([60, p. 323 and 61]). The first such basis consists of a set of polynomials $\left\{P_{o, \text { right }}^{r}(x+1+d)\right\}_{r=0}^{m}$ of degree $\leqslant m$ that are orthonormal with respect to the discrete scalar product $(g, h)_{o, \text { right }}=\sum g\left(x_{j}\right) h\left(x_{j}\right)$, where the sum extends over the set of points

$$
\left\{x_{j}, j=1, \ldots, n_{\Delta}\right\} .
$$

The second Gram Polynomial basis, analogously, $\left\{P_{o, \text { left }}^{r}(x)\right\}_{r=0}^{m}$ consists of polynomials of degree $\leqslant m$ that are orthonormal with respect to the discrete scalar product $(g, h)_{o, \text { eff }}=\sum g\left(x_{j}\right) h\left(x_{j}\right)$ where the sum extends over the set of points

$$
\left\{x_{j}, j=n-n_{\Delta}+1, \ldots, n\right\}
$$

The open boundary projection $f^{p}$ of $f$ is then defined by

$$
f_{j}^{p}= \begin{cases}\sum_{r \in\{0, \ldots, m\}} P_{o, \text { right }}^{r}\left(x_{j}+1+d\right) \sum_{k \in\left\{1, \ldots, n_{\Delta}\right\}} f_{k} P_{o, \text { right }}^{r}\left(x_{k}+1+d\right) & \text { for } j \in\left\{1, \ldots, n_{\Delta}\right\}  \tag{65}\\ f_{j} & \text { for } j \in\left\{n_{\Delta}+1, \ldots, n-n_{\Delta}\right\} . \\ \sum_{r \in\{0, \ldots, m\}} P_{o, \text { left }}^{r}\left(x_{j}\right) \sum_{k \in\left\{n-n_{\Delta}+1, \ldots, n\right\}} f_{k} P_{o, \text { left }}^{r}\left(x_{k}\right) & \text { for } j \in\left\{n-n_{\Delta}+1, \ldots, n\right\}\end{cases}
$$

Clearly, at the discrete points in the boundary segment ( $\left.x_{\ell}, x_{n_{\Delta}}\right]$ (resp. $\left[x_{n-n_{\Delta}+1}, x_{r}\right.$ ), $f^{p}$ equals the projection of $f$ according to the scalar product $(\cdot, \cdot)_{o, \text { right }}\left(\right.$ resp. $\left.(\cdot, \cdot)_{o, \text { left }}\right)$.

Definition 4.2. For a given discrete function $f$ defined at the set of points $\left\{x_{\ell}\right\} \cup\left\{x_{j}, j=1, \ldots, n\right\} \cup\left\{x_{r}\right\}$, the closed boundary projection $f^{b}$ of $f$ is defined as follows. An orthonormal polynomial basis $\left\{P_{c, \text { right }}^{r}(x+1+d)\right\}_{r=0}^{m}$, consisting of polynomials of degree $\leqslant m$ that are orthonormal with respect to the discrete scalar product $(g, h)_{c, \text { right }}=\sum g\left(x_{j}\right) h\left(x_{j}\right)$ over the set of points

$$
\left\{x_{j}, j=1, \ldots, n_{\Delta}\right\} \cup\left\{x_{\ell}\right\}
$$

is formed. Similarly, an orthonormal polynomial basis $\left\{P_{c, \text { left }}^{r}(x)\right\}_{r=0}^{m}$ is formed on the basis of the discrete scalar product $(f, g)_{c, \text { left }}=\sum f\left(x_{j}\right) g\left(x_{j}\right)$ over the set of points

$$
\left\{x_{j}, j=n-n_{\Delta}+1, \ldots, n\right\} \cup\left\{x_{r}\right\} .
$$

The closed boundary projection $f^{b}$ of $f$ is then defined by

$$
f_{j}^{b}=\left\{\begin{array}{ll}
\sum_{r \in\{0, \ldots, m\}} P_{c, \text { right }}^{r}\left(x_{j}+1+d\right) \sum_{k \in\left\{1, \ldots, n_{\Delta}\right\} \cup\{\ell\}} f_{k} P_{c, \text { right }}^{r}\left(x_{k}+1+d\right) & \text { for } j \in\left\{1, \ldots, n_{\Delta}\right\} \cup\{\ell\}  \tag{66}\\
f_{j} & \text { for } j \in\left\{n_{\Delta}+1, \ldots, n-n_{\Delta}\right\} \\
\sum_{r \in\{0, \ldots, m\}} P_{c, \text { left }}^{r}\left(x_{j}\right) \sum_{k \in\left\{n-n_{\Delta}+1, \ldots, n\right\} \cup\{r\}} f_{k} P_{c, \text { left }}^{r}\left(x_{k}\right) & \text { for } j \in\left\{n-n_{\Delta}+1, \ldots, n\right\} \cup\{r\}
\end{array} .\right.
$$

Clearly, at the discrete points in the boundary segment $\left[x_{\ell}, x_{n_{\Delta}}\right]$ (resp. $\left[x_{n-n_{\Delta}+1}, x_{r}\right]$ ), $f^{b}$ equals the projection of $f$ according to the scalar product $(\cdot, \cdot)_{c, \text { right }}\left(\right.$ resp. $\left.(\cdot, \cdot)_{c, \text { leff }}\right)$.

We are now ready to introduce our discrete operator (56). To obtain $\check{u}_{j}$ we proceed as follows: we

1. Construct the open boundary projection $v^{p}$ of $v\left(x_{j}\right)$ for $j=1, \ldots, n$ (Eq. (59)) according to Definition 4.1.
2. Construct the closed boundary projection $v^{b}$ of $v\left(x_{j}\right)$ for $j=\ell, 1, \ldots, n, r$ according to Definition 4.2.
3. Project the calculated finite-difference solution $\eta$ (Eq. (64)) into the open Gram Polynomial basis according to Definition 4.1 to obtain the projection $\eta^{p}$.

Our stability corrected solution $\check{u}$, presented in step 4. below, results as a combination of the projections mentioned in steps 1. through 3 . The main goal leading to the specific combination of projections we use is to preserve, at the same time, the validity of (62) and the stability of the algorithm; we obtained our final expression for the solution $\check{u}$ by seeking to achieve such dual goal through a combination of heuristic arguments and a degree of experimentation. In particular we found that use of the closed boundary projection $v^{b}$ gives rise to stability but, owing to the inclusion of the boundary points $x_{\ell}$ and $x_{r}$ in the projection scheme, $v_{j}^{b}+\eta_{j}-u\left(x_{j}\right)$ actually does not tend to 0 as $\alpha \rightarrow 0$-since for very small values of $\alpha$ relative to the spatial mesh-size, the solutions (60) vanish at all spatial non-boundary discretization points, and, thus, $v^{b}$ does not change for values of $\alpha$ below a certain positive level. The projection $v^{p}$, on the other hand, does exhibit the desired $\left(v_{j}^{p}+\eta_{j}\right)-u\left(x_{j}\right) \rightarrow 0$ property as $\alpha \rightarrow 0$; unfortunately, however, use of $v^{p}$ alone does not to give rise to unconditionally stable numerics when used in conjunction with the FC-AD methodology.

We found that a linear combination in terms of a variable coefficient $\chi=\chi(\alpha, h)$

$$
\begin{equation*}
\chi=\min \left(25 \alpha^{2} / h^{2}, 1\right) \tag{67}
\end{equation*}
$$

induces stability while giving rise to convergence of the boundary values. The specific form (67) and, in particular, the constant 25 used in that expression, were obtained through experimentation, and was found to insure unconditional stability as the resulting ODE solver is used as part of the overall FC-AD method. We note that both $v^{p}$ and $v^{b}$ are high-order accurate approximations of $v$ and therefore so is their linear combination. The projection in step 3 . was similarly undertaken for stability considerations and since $\eta_{j}$ is an error term, this projection has no significant effect on the overall error. Thus:
4. The solution $\check{u}=\left(\check{u}_{j}\right)$ is defined by

$$
\begin{equation*}
\check{u}_{j}=\eta_{j}-\eta_{j}^{p}+(1-\chi) v_{j}^{p}+\chi v_{j}^{b} \tag{68}
\end{equation*}
$$

and the discrete operator (54), finally, is defined by

$$
\begin{equation*}
\mathcal{S}_{\alpha^{2}, x}[f]=\check{u} \tag{69}
\end{equation*}
$$

Remark 4.2. Once the approximate solution $\check{u}_{j}$ to the differential Eq. (23) has been obtained, our approximation for the function $q$ in Eqs. (40) and (42) is given by

$$
\begin{equation*}
\check{q}_{j}=2 \check{u}_{j}-f_{j} \tag{70}
\end{equation*}
$$

## 5. Heat and Poisson FC-AD solvers: algorithmic prescriptions

All the elements are now in place for the implementation of our unconditionally stable and high-order accurate FC-AD methodology for the Heat and Poisson Equations. (FC-AD algorithms for Hyperbolic PDEs are provided in [10], along with error analyses of the various FC-AD algorithms.) In this section we provide a complete description of the overall FC-AD
methodology for the two-dimensional parabolic and elliptic cases; the three-dimensional algorithms result from analogous implementations of the schemes outlined in Sections 3.2 and 3.3.

In order to facilitate reference to the grid points in the interior of the domain, we introduce some additional notations. Let the bounded open set $\Omega$ (the domain of the PDE, see Fig. 1) be contained in $\left[a_{x}, b_{x}\right] \times\left[a_{y}, b_{y}\right]$, let

$$
\begin{equation*}
\left\{\left(x_{i}, y_{j}\right): 1 \leqslant i \leqslant N_{x}, 1 \leqslant j \leqslant N_{y}\right\} \tag{71}
\end{equation*}
$$

be a Cartesian mesh in the rectangle $\left[a_{x}, b_{x}\right] \times\left[a_{y}, b_{y}\right]$, and call $\mathcal{D}_{\Omega}=G \cap \Omega$ the set of mesh points interior to $\Omega$ :

$$
\begin{equation*}
\mathcal{D}_{\Omega}=\left\{\left(x_{i}, y_{j}\right) \in\left[a_{x}, b_{x}\right] \times\left[a_{y}, b_{y}\right]:\left(x_{i}, y_{j}\right) \in \Omega\right\} . \tag{72}
\end{equation*}
$$

For a given point $\left(x_{i}, y_{j}\right) \in \mathcal{D}_{\Omega}$, let $n_{x_{i}}$ be the number of points in $\mathcal{D}_{\Omega}$ on the same vertical line as $\left(x_{i}, y_{j}\right)$, and let $n_{y_{j}}$ be the corresponding number of points in $\mathcal{D}_{\Omega}$ on the same horizontal line. We also introduce some vector spaces associated with these meshes: we let $\ell_{2}(n)=\mathbb{R}^{n}$ be the usual $n$-dimensional vector space (in our constructions $n$ may be either $n_{x_{i}}$ or $n_{y_{j}}$ for some $x_{i}$ or $y_{j}$ ) and we define the space $\ell_{2}\left(\mathcal{D}_{\Omega}\right)=\mathbb{R}^{D_{\Omega}}$-that is the set of all functions from $D_{\Omega}$ to $\mathbb{R}$.

For selected values of the continuation parameters $n_{\Delta}, d / \Delta, g$, and $\Upsilon$, (all the simulations in this paper use the parameter values given in Remark 2.4), we introduce the following definitions:
Definition 5.1. Let an $n$ point discretization of the interval $\left[x_{\ell}, x_{r}\right]$, as depicted in Fig. 2, be given, and let $L_{1}$ denote the FC-ODE solution operator with boundary-values $B_{\ell}$ and $B_{r}: L_{1}=\mathcal{S}_{\alpha_{2} x_{x}, x_{i}, B_{r}}^{x_{r} ; B_{r}}$ (see Eq. (56)). Further let $L_{2}$ be the linear map from $\ell_{2}(n) \rightarrow \ell_{2}(n)$ defined by $L_{2} f=\left(2 L_{1}-I\right) f$. Note that $\check{q}_{j}=\sum_{j=1}^{n^{2}} L_{2, i j} f_{j}$ is an approximation of $q(x)=2 u(x)-f(x)$ (see Eqs. (42) and (70)).

A complete definition of the FC-ODE solution operator $\mathcal{S}_{\alpha_{\alpha}, X_{r} ;}^{x_{i}, B_{c}, B_{r}}$ is given in Section 4 and follows from an application of the FC(Gram) Fourier continuation algorithm (see Section 2) with certain corrections needed for the application to our alternating direction PDE algorithms.
Definition 5.2. For a given $\theta \in \ell_{2}\left(\mathcal{D}_{\Omega}\right), \theta_{i j}=\theta\left(x_{i}, y_{j}\right)$ we define the operators $\mathcal{L}_{x}^{1}: \ell_{2}\left(\mathcal{D}_{\Omega}\right) \rightarrow \ell_{2}\left(\mathcal{D}_{\Omega}\right), \mathcal{L}_{y}^{1}: \ell_{2}\left(\mathcal{D}_{\Omega}\right) \rightarrow \ell_{2}\left(\mathcal{D}_{\Omega}\right), \mathcal{L}_{x}^{2}$ : $\ell_{2}\left(\mathcal{D}_{\Omega}\right) \rightarrow \ell_{2}\left(\mathcal{D}_{\Omega}\right)$, and $\mathcal{L}_{y}^{2}: \ell_{2}\left(\mathcal{D}_{\Omega}\right) \rightarrow \ell_{2}\left(\mathcal{D}_{\Omega}\right)$ by

$$
\begin{align*}
& \mathcal{L}_{x}^{1}[\theta]\left(x_{i}, y_{j}\right)=\sum_{k=1}^{n_{y_{j}}} L_{1, i k} \theta_{k j}, \\
& \mathcal{L}_{y}^{1}[\theta]\left(x_{i}, y_{j}\right)=\sum_{k=1}^{n_{x_{i}}} L_{1, j k} \theta_{i k},  \tag{73}\\
& \mathcal{L}_{x}^{2}[\theta]\left(x_{i}, y_{j}\right)=\sum_{k=1}^{n_{y_{j}}} L_{2, i k} \theta_{k j}, \quad \text { and } \\
& \mathcal{L}_{y}^{2}[\theta]\left(x_{i}, y_{j}\right)=\sum_{k=1}^{n_{x_{i}}} L_{2 . j k} \theta_{i k} .
\end{align*}
$$

The Heat Equation FC-AD algorithm introduced can easily be expressed in terms of these operators with appropriate boundary values (see Remark 3.2) and $\alpha^{2}=\frac{k \Delta t}{2}$ : the approximate solution $\check{u}^{n}=\left(\check{u}_{i j}^{n}\right)$ produced at time $t_{n}=n \Delta t$ is given by

$$
\begin{equation*}
\check{u}^{n}=\mathcal{L}_{y}^{1}\left[\mathcal{L}_{x}^{2}\left[\check{w}^{n-1}\right]\right] \tag{74}
\end{equation*}
$$

where $\check{w}^{n}$ is evolved according to

$$
\begin{equation*}
\check{w}^{n}=\mathcal{L}_{y}^{2}\left[\mathcal{L}_{x}^{2}\left[\check{w}^{n-1}\right]\right]=2 \check{u}^{n}-\mathcal{L}_{x}^{2}\left[\check{w}^{n-1}\right] \tag{75}
\end{equation*}
$$

with initial condition $\check{w}_{i j}^{0}=w_{0}\left(x_{i}, y_{j}\right)$ where

$$
\begin{equation*}
w_{0}(x, y)=\left(1+\frac{k \Delta t}{2} \frac{\partial^{2}}{\partial y^{2}}\right) u_{0}(x, y) \tag{76}
\end{equation*}
$$

For the Poisson Equation (see Section 3.3), using simple algebraic manipulations we obtain

$$
\begin{equation*}
\left(1+\gamma_{n} \frac{\partial^{2}}{\partial y^{2}}\right)\left(1-\gamma_{n-1} \frac{\partial^{2}}{\partial y^{2}}\right)^{-1}=\frac{\gamma_{n}}{\gamma_{n-1}}\left(1+\gamma_{n-1} \frac{\partial^{2}}{\partial y^{2}}\right)\left(1-\gamma_{n-1} \frac{\partial^{2}}{\partial y^{2}}\right)^{-1}+\left(1-\frac{\gamma_{n}}{\gamma_{n-1}}\right)\left(1-\gamma_{n-1} \frac{\partial^{2}}{\partial y^{2}}\right)^{-1} \tag{77}
\end{equation*}
$$

which in our discrete setting is simply the linear combination

$$
\begin{equation*}
\frac{\gamma_{n}}{\gamma_{n-1}} L_{2}+\left(1-\frac{\gamma_{n}}{\gamma_{n-1}}\right) L_{1}=\left(1+\frac{\gamma_{n}}{\gamma_{n-1}}\right) L_{1}-\frac{\gamma_{n}}{\gamma_{n-1}} I \tag{78}
\end{equation*}
$$

of the linear maps given in Definition 5.1 with $\alpha^{2}=\gamma_{n-1}$. The approximate solution $\check{u}^{n}=\left(\check{u}_{i j}^{n}\right)$ produced after $n$ iterations is thus given by

$$
\begin{equation*}
\check{u}^{n}=\mathcal{L}_{y}^{1}\left[\mathcal{L}_{x}^{2}\left[\check{w}^{n-1}\right]\right], \tag{79}
\end{equation*}
$$

where $\check{w}^{n}$ is evolved according to

$$
\begin{equation*}
\check{w}^{n}=\left(1+\frac{\gamma_{n}}{\gamma_{n-1}}\right) \check{u}^{n}-\frac{\gamma_{n}}{\gamma_{n-1}} \mathcal{L}_{x}^{2}\left[\check{w}^{n-1}\right] \tag{80}
\end{equation*}
$$

with initial condition $\check{w}_{i j}^{0}=0$.

## 6. Numerical results

In this section we demonstrate the properties of the FC-AD algorithms described in Section 5 through consideration of a number of results in two and three dimensions and for both the Heat and Poisson Equations. As mentioned in the introduction, our implementations use the FFTW [59] library, which evaluates an FFT of size $n$ in $\mathcal{O}(n \log (n))$ operations for any integer $n$, including $n$ given by products of a small number of prime numbers, or even prime values of $n$. As indicated in Section 1 , reductions in the overall $\mathcal{O}(N \log (N))$ proportionality constant could conceivably be obtained by slight modifications of the FC-AD method that avoid evaluation of FFTs of sizes $n$ containing large prime numbers; such modifications have not been pursued as yet.

### 6.1. Parabolic equations: high-order accuracy and unconditional stability in two- and three-dimensional spatial domains

We consider first the FC-AD solution to the PDE (17) where the right-hand-side and boundary conditions are chosen so that the exact solution of the problem is given by

$$
\begin{equation*}
u(x, y, t)=\sin \left(\pi\left(9 x^{2}+4 y^{2}+2 t\right)\right) \tag{81}
\end{equation*}
$$

with $k=1$, and where the domain $\Omega$ is the interior of the curve

$$
\begin{align*}
& x(\theta)=a_{x}\left(10 \sin ^{2}(2 \theta)+3 \cos ^{3}(2 \theta)+40\right) \cos (\theta)+0.5 \\
& y(\theta)=a_{y}\left(10 \sin ^{2}(2 \theta)+3 \cos ^{3}(2 \theta)+40\right) \sin (\theta)+0.5 \tag{82}
\end{align*}
$$

$0 \leqslant \theta \leqslant 2 \pi$. The constants $a_{x}$, and $a_{y}$ where chosen so that the domain $\Omega$ exactly fits the unit square; see Fig. 8 . As shown in [10], use of polynomial projections of degrees $m \leqslant 4$ (Eq. (12)) results in unconditional stability for the two-d Heat-Equation FC-AD algorithm described in Section 5. In what follows we use $m=4$ and we therefore expect unconditional stability and fifth-order spatial convergence; in accordance with Remark 3.2, in turn, we expect second-order of convergence in time.

In order to demonstrate the convergence with respect to the time-step, in the first example a fine spatial discretization was fixed $\left(h_{x}=h_{y}=1.0 \times 10^{-3}\right)$, and the solver was run with multiple values of $\Delta t$ to a final time $T=1.0$. In the left portion of Fig. 9 we display the maximum error thus obtained over the discrete mesh $\mathcal{D}_{\Omega}$ for all times $t \leqslant T$ as a function of $\Delta t$. This graph demonstrates a second-order convergence rate in time until the limiting accuracy of the spatial resolution is reached. (As shown in [10], higher-order accuracy in time can be obtained by incorporating Richardson extrapolation in the FC-AD algorithms.) In a second test, we used a fixed time-step of $\Delta t=10^{-5}$, and we computed the maximum error for all points


Fig. 8. Domain used for a demonstration of Heat-Equation FC-AD solver. The domain boundary is defined in Eq. (82).


Fig. 9. Convergence of the Heat-Equation FC-AD solver on the domain depicted in Fig. 8. Left: convergence as $\Delta t \rightarrow 0$. Right: convergence as $h \rightarrow 0$.


Fig. 10. Left: unconditional stability demonstrated by refining the spatial discretization for fixed $\Delta t=10^{-4}$ and $\Delta t=10^{-5}$. Right: maximum error, in time and space, for a wide range of values of $\Delta t$ and for three fixed spatial resolutions of $h=5.0 \times 10^{-3}, h=3.3 \times 10^{-3}$, and $h=2.5 \times 10^{-3}$, demonstrating convergence to the spatial resolution limit as $\Delta t \rightarrow 0$.
in space and all time-steps up to a final time of $T=0.01$. The errors thus obtained are shown in the right portion of Fig. 9 as a function of the spatial mesh-size along with a fifth-order slope line; clearly the expected fifth-order convergence is achieved.

To demonstrate unconditional stability for the problem under consideration, the time-steps $\Delta t=10^{-4}$ and $\Delta t=10^{-5}$ were chosen and the mesh-size $h$ was varied. The corresponding maximum errors over the spatial grid for all times $\leqslant 0.01$ are displayed, as a function of $h$, on the left portion of Fig. 10. The stability limit for a traditional explicit method, which is governed by the minimum distance between two discretization points and the minimum distance of a discretization point to the boundary, for the present problem requires the time-step to be smaller than $O\left(10^{-7}\right)$; note our solver is stable with a time-step of $10^{-4}$. The FC-AD algorithm was also run one thousand time-steps with $\Delta t=100$ for the previous problem. While the solution was inaccurate, the stability of the approximate solution was nonetheless observed.

To demonstrate the effectiveness of the correction step introduced in Eq. (64), on the other hand, we performed an experiment, the results of which are presented in Fig. 10 right, where $\Delta t$ is refined up to extremely small values for the fixed spatial resolutions of $h=5.0 \times 10^{-3}, h=3.3 \times 10^{-3}$, and $h=2.5 \times 10^{-3}$. The maximum error at any time-step calculated to a final time $t=0.01$ is displayed on the right in Fig. 10: clearly, convergence to the various spatial-accuracy levels was achieved. Note a slight bump in each one of the three curves on the right portion of Fig. 10. This bump occurs at precisely the time-step $\Delta t=25 h^{2} / 2$ at which $\chi$ (see Eq. (68)) switches from 1 to $25 \alpha^{2} / h^{2}$, providing evidence of the necessity of this parameter for convergence. For smaller values of $\Delta t$, beyond this bump, a strict, albeit small, reduction in the maximum error is observed.


Fig. 11. Computational time for a single time-step of the Heat Equation on a single processing core of a 2.33 GHz Intel Core 2 Duo processor.


Fig. 12. Maximum error from a full three-dimensional simulation of the Heat Equation for fixed $h=\frac{1}{60}$ and various time-steps demonstrating first-order temporal accuracy and stability well above typical stability limits. The PDE domain consists of the region contained within a unit cube but outside the concentric sphere of radius $r=0.125$.

To demonstrate the computational speed of the method, and its essentially linear cost, in Fig. 11 we present the computational time required by the algorithm per time-step as a function of the number of spatial unknowns. (Here we used our C implementation of the algorithm, compiled with gcc, on a single 2.33 GHz processing core.) We note that the algorithm requires approximately 1 s per time step with one million spatial unknowns, where each time-step corresponds to a complete pass in both spatial directions. To provide an indication with regards to memory usage, on the other hand, we mention that, as implemented, the code requires approximately 90 MB of memory for a spatial discretization of 4 million unknowns.

We now turn to a three-dimensional example for the Heat Equation. The PDE is posed on the domain consisting of the complement in the unit cube $(0,1)^{3}$ of the sphere centered at $(1 / 2,1 / 2,1 / 2)$ of radius $r=1 / 4$; we use the FC-AD solver described in Section 3.2, for which use of projection degree $m \leqslant 5$ (Eq. (12)) results in unconditional stability. We use $m=5$ and thus obtain a sixth-order spatially accuracy scheme and first-order accuracy in time (see Eq. (44)), noting, once again, that Richardson extrapolation can be used to increase temporal accuracy; see [10]. The FC-AD was applied to the Heat Equation with right-hand side and boundary conditions chosen so that the exact solution is given by

$$
\begin{equation*}
u(x, y, z, t)=e^{-3 \pi^{2} t} \sin (\pi x) \sin (\pi y) \sin (\pi z) \tag{83}
\end{equation*}
$$

The spatial resolution was fixed at $h=\frac{1}{60}$ and the computation repeated for various time-steps. The results are shown in Fig. 12 demonstrating the first-order time accuracy as well as stability well beyond typical stability limits.

Table 1
Computational times required to produce various accuracies by means of an explicit second-order finite-difference solver for the Heat Equation in a square domain (see Eq. (84)). Computations performed on a 3.4 GHz Pentium D processor.

| Accuracy (\%) | $h$ | $\Delta t$ | Comp. time (s) |
| :--- | :--- | :--- | :--- |
| 10 | $1.52 \times 10^{-2}$ | $5.7 \times 10^{-5}$ | 33 |
| 1 | $4.9 \times 10^{-3}$ | $6.1 \times 10^{-6}$ | 2940 |
| 0.1 | $<1.67 \times 10^{-3}$ | $<7.0 \times 10^{-7}$ | $>213000$ |

Table 2
Computational times required to produce various accuracies by means of the FC-AD algorithm for the Heat Equation in a square domain (see Eq. (84)). Computations performed on a 3.4 GHz Pentium D processor.

| Accuracy (\%) | $h$ | $\Delta t$ | Comp. time (s) |
| :--- | :--- | :--- | :--- |
| 10 | $7.9 \times 10^{-3}$ | $7.3 \times 10^{-3}$ | 3 |
| 1 | $4.6 \times 10^{-3}$ | $2.3 \times 10^{-3}$ | 24 |
| 0.1 | $2.9 \times 10^{-3}$ | $7.0 \times 10^{-4}$ | 212 |

Table 3
Computational results for the FC-AD algorithm applied to the Heat Equation over the domain bounded by $(2 x-1)^{4}+(2 y-1)^{4}=1$ using the parameters from Table 2. Performed on a 3.4 GHz Pentium D processor. These results show only minor variations in computational time and accuracy versus those produced by the FC-AD algorithm for the square domain.

| Accuracy (\%) | $h$ | $\Delta t$ | Comp. time (s) |
| :--- | :--- | :--- | :--- |
| 9.3 | $7.9 \times 10^{-3}$ | $7.3 \times 10^{-3}$ | 3.2 |
| 0.852 | $4.6 \times 10^{-3}$ | $2.3 \times 10^{-3}$ | $7.0 \times 10^{-4}$ |
| 0.0793 | $2.9 \times 10^{-3}$ | 220 |  |

### 6.2. Comparison with finite-difference approaches

Use of finite difference or Finite Element methods for the solution of diffusive equations entails significant difficulties: conditional stability in explicit schemes and large computational cost per time-step in implicit methods. To demonstrate the advantages inherent in the FC-AD schemes we first compare this approach with a finite-difference solver for a parabolic problem in a 2 D square domain. (It is important to note here that the requirements of explicit methods can become significantly more taxing for non-rectangular geometries than they are for simple rectangular domains, as for non-rectangular regions the minimum distance from a discretization point to the domain boundary can be arbitrarily small, thus triggering challenging stability constraints.)

In our first comparison we consider a problem for the Heat Equation with $k=1$ and solution given by

$$
\begin{equation*}
u(x, y, t)=\cos (20 \pi(2 t-x+y)) \tag{84}
\end{equation*}
$$

representing some sort of a thermal cycle in the unit square $(0,1)^{2}$. A spatially second-order accurate explicit finite-difference method was used to solve this problem to accuracies of $10 \%$ and $1 \%$, and an attempt was made to reduce the error to $0.1 \%$. The time-step $\Delta t=h^{2} / 4$ was chosen to maintain stability in the finite-difference algorithm. The required spatial resolutions are shown in Table 1 along with a lower bound for the computational cost required to produce a $0.1 \%$ error. The results were obtained on a single processing core of a 3.4 GHz Pentium D processor.

The same PDE problem was also solved using the FC-AD algorithm with accuracies of $10 \%, 1 \%$, and $0.1 \%$, and the corresponding timings, on the same hardware as used to produce the results in Table 1, are shown in Table 2. Notice the dramatic difference in computational cost, which results, mainly, from corresponding large reductions in the number of required timesteps. In fact, a time-step of the full FC-AD algorithm was approximately $3-5$ times slower than a single step of the explicit finite-difference scheme on equivalent sized meshes. In view of the reduced number of time-steps it requires, the FC-AD algorithm was significantly faster even at the $10 \%$ error level. The computations in Table 2 were repeated with the FC-AD algorithm on the non-rectangular domain defined by $(2 x-1)^{4}+(2 y-1)^{4}=1$ with the same spatial and temporal resolutions. The results of this experiment are presented in Table 3: the performance of the FC-AD approach for this geometry is actually (slightly) better than that obtained for the rectangular geometry considered in Table 2.

For an additional comparison, an implicit finite-difference second-order accurate scheme in both time and space, (with Crank-Nicolson time-stepping) was also applied to this problem. The Conjugate Gradient (CG) algorithm without preconditioning was used to solve the linear system at each time-step using the solution at the previous time-step as the initial guess. The tolerance of the CG algorithm was chosen to be as large as possible while still maintaining the desired accuracy level. It was found that for $h=1.52 \times 10^{-2}$, the best performance was produced with a time-step about 4.4 times larger than that


Fig. 13. Domain used for a demonstration of Laplace-Equation FC-AD solver. This domain is contained in the strip $-2 \pi \leqslant x \leqslant 2 \pi$ and is bounded by the curves $\pm \Psi(x, y)=\log \{\cosh (3 \pi)-1\}-\log \{\cosh (\pi)-1\}$. The black dots denote the locations of the singularities of the function in (85).
required for the explicit case, but 9 CG iterations were needed on average per time step resulting in approximately double the computational time. By decreasing $h$ to $1.25 \times 10^{-2}$, the number of time-steps required for $10 \%$ accuracy were further reduced by another factor of 4 and only 8 CG iterations were required. Thus with these parameters, $10 \%$ accuracy was reached in approximately $60 \%$ of the total time of the explicit FDM which is still considerably more than was required for the FC-AD. We note that had our test problem approached a steady state solution, the benefits of implicit finite-difference scheme with a CG iterative solver would have been more pronounced. For higher accuracies, we were not able to obtain parameters for which the implicit CG method results in an improvement over the computational cost of the explicit version: even though the implicit method allows for use of significantly larger time-steps, large computing times result from the large number of CG iterations required.

In this test we used an un-preconditioned CG iteration for the iterative solver above; an alternative could be considered in which a preconditioned CG solver would be used instead. Without entering in full detail into this vast research area, we note from a recent review [69, p. 425] concerning some of the highest quality preconditioning approaches available, namely incomplete factorization methods, that "Notwithstanding their popularity, incomplete factorization methods have their limitations. These include potential instabilities, difficulty of parallelization, and lack of algorithmic scalability." Additionally, such preconditioning approaches typically entail enormous memory requirements-of the order of a non-trivial percentage of the memory required by a full Cholesky decomposition; see [69, p. 436]. In any case, we note that, for $1 \%$ error, a preconditioned CG iteration for the finite-difference method would have to improve the computing time by at least two orders of magnitude over that resulting from the un-preconditioned CG scheme in order to obtain speeds comparable to those obtained by the FC-AD. In view of our example above and taking into account the memory and stability issues arising in preconditioned iterations, it appears that, at least for the types of problems under consideration, the FC-AD algorithm provides a highly competitive alternative to its finite-difference and finite-element counterparts.

### 6.3. FC-AD Poisson solver

A significantly challenging problem for spectral embedding methods, put forward in [8], provides an interesting test case for our FC-AD Poisson solver. The solution of this is problem is given by

$$
\begin{equation*}
\Psi(x, y)=\log \{\cosh (y-\pi)-\cos (x)\}-\log \{\cosh (y+\pi)-\cos (x)\} \tag{85}
\end{equation*}
$$

and the PDE domain is the region bounded by the curves defined the equations

$$
\begin{equation*}
\Psi(x, y)= \pm C \tag{86}
\end{equation*}
$$

and the lines $-2 \pi \leqslant x \leqslant 2 \pi$, where $C=\log \{\cosh (3 \pi)+1\}-\log \{\cosh (\pi)+1\}$. This domain is depicted in Fig. 13; the black dots in the figure mark the location of the singularities in the analytic continuation of the solution, just outside the PDE domain. These singularities, which prevent convergence of a spectral series expansion over the complete rectangle, present a challenging configuration for spectral methods [8]-since convergence of a spectral series within the actual PDE domain often implies convergence over the complete rectangle. Fig. 14 displays numerical results produced by our FC-AD solver, with Dirichlet boundary data given by (85). In order to demonstrate the number of iterations required to reach a given accuracy, a


Fig. 14. Convergence results for the Laplace Equation with Dirichlet boundary data imposed on the boundary of the region shown in Fig. 13. The exact solution is given by Eq. (85). Results shown for three mesh spacings $h=0.02, h=0.013, h=0.01$ (which resulted in 274,068, 617,399, and $1,098,396$ unknowns, respectively) as a function of the number of iterations are presented on the left figure. The expected fifth-order convergence of the FC-AD algorithm is demonstrated in the right figure.
variety of values of the parameter $\varepsilon$ (see Section 3.3) were used for each of three mesh spacings. For each one of three different meshes we used the values $\varepsilon=0.2,0.1,0.05,0.025,0.01,0.005,0.0025,0.001$, and 0.0005 . For each such $\varepsilon$ a value $N_{I}$ of iterations given by Eq. (53) was used; note that Eq. (53) is a one-to-one relationship between $\varepsilon$ and $N_{l}$ for each $h$. The left portion of Fig. 14 displays the maximum errors produced by our algorithm over the spatial grid for each value of $\varepsilon$ and each mesh as a function of $N_{I}$, each data point was obtained, of course, using the corresponding value of $\varepsilon$. Clearly, use of the strategy introduced in Section 3.3 produces rapidly decreasing errors as $\varepsilon$ is decreased. Note that with only about 150 iterations, the solution was obtained with very high accuracies for each mesh size in spite of the large meshes used: the finest mesh considered contains over one-million unknowns. This example clearly demonstrates the usefulness of the iteration parameters presented in Section 3.3; in particular we note that the number of iterations needed to reach a given accuracy is nearly independent of the number of unknowns. Additionally the smallest errors obtained for a given mesh size $h$ using the parameters $\varepsilon$ listed above are shown, as a function of $h$, on the right portion of Fig. 14-demonstrating the fifth-order convergence of the method.

## 7. Conclusions

We have introduced a fast, high-order-accurate approach for numerical solution of Partial Differential Equations on general spatial domains, and we demonstrated its applicability, with unconditional stability, for the solution of the Heat and Poisson equations; applications to a number of other PDE problems are envisioned, see e.g. [10] and a related discussion in Section 1. The methodology combines the splitting of the classical ADI scheme with a new, fast version of the Fourier continuation method introduced previously for the resolution of the Gibbs phenomenon. Running at FFT speeds, our Heat and Poisson FC-AD algorithms were demonstrated to yield highly accurate solutions for general domains at a computational cost that scales nearly linearly with the number of unknowns; the FC-AD memory requirements, that are proportional to the number of unknowns, in turn, are extremely low. In conjunction with the FC-AD's unconditional stability and high-order accuracy (see Section 1 for a brief discussion in these regards), these properties allow for solution of large problems in short computational times-even in a single processing core of a present-day PC. Delivering fifth-order of spatial accuracy, the FCAD algorithms are the only unconditionally stable alternating-direction schemes for general spatial domains that give rise to spatial accuracies of order higher than one.
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